Enhanced Facial Expression Recognition using 2DPCA Principal component Analysis and Gabor Wavelets.
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Abstract — Face plays significant role in social communication. This is a window to human personality, emotions and thoughts. According to the psychological research, nonverbal part is the most informative channel in social communication. Verbal part contributes about 7% of the message, vocal-34% and facial expression about 55%. Due to that, the face is a subject of study in many areas of science such as psychology, behavioural science, medicine and finally computer science. We propose an algorithm for facial expression recognition, which can classify the given image into one of the seven basic facial expression categories (Happiness, Sadness, Fear, Surprise, Anger, Disgust and neutral). The goal of this project is to design and implement the facial expression recognition system. The 2DPCA algorithm can be easily implemented in any programming language on a digital computer. 2DPCA algorithm is found to be very accurate and more effective. Our program has been tested using JAFFE Database who contains images of 10 women with 213 different facial expressions. Each image has a 256*256 pixel resolution; available at http://www.kasrl.org/jaffe.html using 113 images randomly selected for training and 100 images for testing, without any overlapping; we obtain a recognition rate equal to 94.22%.
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I-INTRODUCTION:

Facial expression recognition continue to attract researchers from image processing, pattern recognition, and machine learning, computer vision, neural networks, computer graphics, and psychology. Face detection and facial expression recognition system from image is a popular topic in biometrics research [5]. In identification problems, the input to the system is an unknown face, and the system reports back the determined identity from a database of known individuals, whereas in verification problems, the system needs to confirm or reject the claimed identity of the input face. The solution to the problem involves segmentation of faces (face detection) from cluttered scenes, feature extraction from the face regions, recognition or verification. Robust and reliable face representation is crucial for the effective performance of face recognition system and still a challenging problem [4].

Several state of the art biometric techniques have been developed in recent years, which use a variety of human characteristics for identification and recognition. These include fingerprint, signature, iris, retina, hand, voice and facial recognition. Each biometric trait has its strengths and weakness, and the choice of a specific trait depends upon the requirements of the application [9]. Face recognition plays an important part in human activities. The way we interact with other people is firmly based on our ability to recognise them. Faces consist of the same elements (nose, mouth, eyes, etc.) and recognition of individuals happens when we discriminate between the same basic configurations. Each individual must therefore be distinguishable from others because of the way the basic element configuration varies, as pointed out by Young and Bruce [8]. The description of relational features is useful to discriminate between different people, and also to distinguish different kinds of facial behaviour or expression for the same person. Various efforts were made to develop a system able to distinguish and model different types of facial expression [3]. Automatic recognition of facial expression can be an important component of natural human-machine interfaces. Although humans recognise facial expression virtually without effort or delay, reliable expression recognition by machine is still a challenge. We propose an algorithm of facial expression recognition, which can classify the given image into one of the seven basic facial expression categories (Happiness, Sadness, Fear, Surprise, Anger, Disgust and Neutral). 2D Principal Component Analysis (2DPCA) is used for dimensionality reduction in input data while retaining those characteristics of the data set that contribute most to its variance. The extracted feature vectors in the reduced space are used with SVM for Classification.
This code has been tested using the JAFFE database, available at http://kasrl.org/JAFFE.html.

The remainder of the paper is organized as follows: next section describes Gabor wavelet. Section III describes the concept of PCA and its 2D extension. Data Set and Representation is given in section IV. And Face classifier using SVM approach is described in section V. Recorded experimental results are presented and discussed in section VI. Finally, a global conclusion is given in section VII.

2-GABOR WAVELET:
Among various wavelet bases, Gabor functions provide the optimal resolution in both the time (spatial) and frequency domains, and the Gabor wavelet transform seems to be the optimal basis to extract local features for several reasons [2]:

Biological motivation: The simple cells of the visual cortex of mammalian brains are best modeled as a family of self-similar 2D Gabor wavelets.

Mathematical and empirical motivation: Gabor wavelet transform has both the multi-resolution and multi-orientation properties and are optimal for measuring local spatial frequencies. Besides, it has been found to yield distortion tolerance space for pattern recognition tasks.

Based on these advantages of Gabor wavelet transform, it has been used in many image analysis applications, and this report focus it’s applications on face recognition, texture classification, facial expression classification, and some other excellent researches.

Fundamentals of Gabor wavelet transform

The Fourier transform has been the most commonly used tool for analyzing frequency properties of a given signal, while after transformation, the information about time is lost and it’s hard to tell where a certain frequency occurs. To solve this problem, we can use kinds of time-frequency analysis techniques learned from the course [6] to represent a 1-D signal in time and frequency simultaneously. There is always uncertainty between the time and the frequency resolution of the window function used in this analysis since it is well know that when the time duration get larger, the bandwidth becomes smaller. Several ways have been proposed to find the uncertainty bound, and the most common one is the multiple of the standard deviations on time and frequency domain:

$$\sigma_t^2 = \frac{\int |x(t)|^2 dt}{\int |x(t)|^2 dt}, \sigma_f^2 = \frac{\int |f(x)|^2 df}{\int |x(t)|^2 |x(t)|^2 dt}$$

$$\sigma_t \times \sigma_f \geq \frac{1}{4\pi}$$  

(1)

Among all kinds of window functions, the Gabor function is proved to achieve the lower bound and performs the best analytical resolution in the joint domain [7].

In practical cases, the Gabor wavelet is used as the discrete wavelet transform with either continuous or discrete input signal, while there is an intrinsic disadvantage of the Gabor wavelets which makes this discrete case beyond the discrete wavelet constraints: the 1-D and 2-D Gabor wavelets do not have orthonormal bases. If a set of wavelets has orthonormal bases, the inverse transform could be easily reconstructed by a linear superposition, and we say this wavelet transform provides a complete representation. The non-orthonormal wavelets could provide a complete representation only when they form a frame [1]. The concepts of the frame is beyond the scope of this report because it’s too theoretical, while in most of the applications, we don’t really care about these non-orthonormal properties if the Gabor wavelets are used for “feature extractions”. When extracting features for pattern recognition, retrieval, or computer vision purpose, the transformed coefficients are used for distance measure or compressed representation but not for reconstruction, so the orthogonal constraint could be omitted.

Through the 2D DWT processing, the input images are decomposed into low frequency images by applying wavelet transform and ignored the high-frequency components, the processed images kept the main characteristic of the original image and reduce the dimensions of data for extraction.

3- 2D PRINCIPAL COMPONENT ANALYSIS (2DPCA):

A straightforward image projection technique, called two-dimensional principal component analysis (2DPCA), is developed for image feature extraction. As opposed to conventional PCA, 2DPCA is based on 2D matrices rather than 1D vectors. That is, the image matrix does not need to be previously transformed into a vector. Instead, an image covariance matrix can be constructed directly using the original image matrices. As a result, the 2DPCA has two important advantages over the PCA. First, the size of covariance matrix using the 2DPCA is much smaller, so it is easier to evaluate the covariance matrix accurately. Second, the 2DPCA computes the corresponding eigenvector more
quickly than that of the PCA, so less operation time is required [11]. In the 2DPCA model, the mean matrix, which is generally estimated by the class sample averages of all training samples, is used to characterize the total scatter matrix, so the average of training samples plays a critical role in the construction of the total scatter matrix and finally affects the projection directions of the 2DPCA.

### 3.1 Algorithm For 2DPCA Algorithm:

Training Input: Finger spelling training images  
Output: Finger spelling image features, eigenvector matrix, feature matrix. Method:

a) Applying pre-processing techniques to the training images.

b) Obtain the average image A of all training samples:

c) Estimate the image covariance (scatter) matrix G:

d) Compute d orthonormal vectors $X_1; X_2; \cdots; X_d$ corresponding to the d largest eigenvalues of G. $X_1; X_2; \cdots; X_d$ construct a d dimensional projection subspace. Yang et al. have showed that $X_1; X_2; \cdots; X_d$ are the d optimal projection axes, such that when projecting the sample images on each axis $X_i$, the total scatter of the projected images is maximum.

e) Project $A_1; \cdots; A_M$ on each vector $X_1; \cdots; X_d$ to obtain the principal component vectors: Training ends [10].

Following is the algorithm designed for recognition.

Algorithm: Recognition

a) Apply the respective pre-processing technique on B

b) When a testing image with 2D intensity matrix B arrives, compute the principal component vectors of the new image: $Y_{B_1} = BX_i; i = 1; \cdots; d$

c) Compute the Euclidean distance between $(Y_{B_1}; \cdots; Y_{B_d})$ and $(Y_{j1}; \cdots; Y_{jd})$ ($j = 1; \cdots; M$):

$$\text{dist}(B; A_j) = \left\| Y_{B_1} - Y_{j_1} \right\|_2$$

Where $\left\| Y_{B_1} - Y_{j_1} \right\|_2$ is the Euclidean distance between $Y_{B_1}$ and $Y_{j_1}$

d) Use $\text{dist}(B; A_j)$ ($j = 1; \cdots; M$) and a threshold value to decide the label of the testing image.

Recognition ends.

### 4. Data Set Representation:

The database we use in our experiments contains 213 images of female facial expressions. The head is almost in frontal pose. Original images have been rescaled and cropped such that the eyes are roughly at the same position with a distance of 80 pixels in the final images (resolution: 256pixels*256pixels) the number of images corresponding to each of the 7 categories of expression (Neutral, Happiness, Sadness, Surprise, Anger, disgust and Fear) is roughly the same. A few of them are shown in fig.2 [3]
obtained. And then 2D PCA algorithm is used to deal with feature extraction. After generating feature vector, distance classifier and SVM are used for classification stage. We used “one-against-all” SVM multi-classification for recognizing face, and n SVM classifiers should be trained.

6- RESULTS:

In this project, we have made a facial expression recognition system that can detect the facial expressions like happy, sad, angry, disgust, surprise and fear. All the image from the JAFFE (Japanese female facial expression) database contains images of 10 women with 213 different facial expressions. Each image has a 256*256 pixel resolution. The number of images corresponding to each of seven categories of expression (neutral, happiness, sad, surprise, anger, disgust, and fear) is almost the same.

At each epoch, the 213 training images were randomly divided into two groups. The first group, containing roughly 40% of the 213 images, was used to train the SVM. The second group, containing the other 60% of the images, was used to evaluation the updated system.

Firstly, we used 2D-DWT for extracting the low frequency component and reducing the dimension of original image; secondly, 2D-PCA is used for extracting face features from low frequency component and to realize further dimension reduction; and then in recognition stage, One-Against-All decomposition SVM algorithm based on RBF is used for classifying faces feature.

Before using 2D DWT for decomposing the images, two crucial problems should be ensured, that are wavelet basis and decomposition level. By experiments research, db4 wavelets is selected for decomposing original images, and we do 1 level 2D DWT on JAFFE face database and 2 levels on JAFFE face database, these processing can reduce the dimensions of image and save the important information of face efficiently. For SVM classifier, we choose RBF kernel function and Kernel parameter γ is written as 0.015 for better performance.

Table 1 summarizes the recognition rates of various facial expressions.

<table>
<thead>
<tr>
<th>Facial expression</th>
<th>Recognition rate using 2DPCA (%)</th>
<th>Recognition rate using PCA (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Happy</td>
<td>48.25</td>
<td>45</td>
</tr>
<tr>
<td>Disgust</td>
<td>69.24</td>
<td>66</td>
</tr>
<tr>
<td>Neutral</td>
<td>89</td>
<td>79</td>
</tr>
<tr>
<td>Sad</td>
<td>75.41</td>
<td>72</td>
</tr>
<tr>
<td>Anger</td>
<td>91</td>
<td>89</td>
</tr>
<tr>
<td>Surprise</td>
<td>89</td>
<td>88</td>
</tr>
<tr>
<td>fear</td>
<td>93.63</td>
<td>91.51</td>
</tr>
</tbody>
</table>

Fig.3 : Bar Graph showing recognition rates of various facial expressions.

The results are shown as Table 2.

From Table 2, we can find that on JAFFE face database, when the number of training samples is 6, the recognition rate is 96.6%, it is better than SVM and 2DPCA as 0.5% and 6.4% respectively; when the number of training samples is 10, the face recognition rate is 98.8%, and it is similar to SVM algorithm, but it is much better than 2DPCA.

Through the results table below, we can find that it will take a short time by using 2D PCA for facial expression recognition, but the recognition rate is not well. Using SVM could get an effect recognition rate but it will take a long time. The results show that the algorithm we proposed has a more sufficient accuracy rate and reduce training and testing time.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Training images</th>
<th>Testing images</th>
<th>Training time (s)</th>
<th>Testing time(s)</th>
<th>Recognition rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2DPCA</td>
<td>10</td>
<td>6</td>
<td>1.36</td>
<td>2.12</td>
<td>80.5</td>
</tr>
<tr>
<td>SVM</td>
<td>10</td>
<td>6</td>
<td>56.52</td>
<td>39.45</td>
<td>92.3</td>
</tr>
<tr>
<td>Proposed</td>
<td>10</td>
<td>6</td>
<td>10.39</td>
<td>8.25</td>
<td>94.5</td>
</tr>
<tr>
<td>method</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2DPCA</td>
<td>15</td>
<td>5</td>
<td>1.83</td>
<td>1.12</td>
<td>96.6</td>
</tr>
<tr>
<td>SVM</td>
<td>15</td>
<td>5</td>
<td>72.32</td>
<td>23.76</td>
<td>99.1</td>
</tr>
<tr>
<td>Proposed</td>
<td>15</td>
<td>5</td>
<td>12.84</td>
<td>4.12</td>
<td>98.8</td>
</tr>
<tr>
<td>method</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

7-CONCLUSION:

In this paper, an integrated algorithm for facial expression recognition is proposed based on the respective advantages of wavelets transform (WT), 2D Principle Component Analysis (PCA) for image feature extraction and representation. 2DPCA has many advantages over conventional PCA (Eigen faces). In the first place, since 2DPCA is based on the image matrix, it is simpler and more straightforward to use for image feature extraction. Second, 2DPCA is better than PCA in terms of recognition accuracy in all experiments. Although this trend seems to be consistent for different databases and conditions, in some experiments the differences in performance were not statistically significant. Third, 2DPCA is computationally more efficient than PCA and it can improve the speed of image feature extraction significantly. However, it should be pointed out that 2DPCA-based image representation was not as efficient as PCA in terms of storage requirements,
since 2DPCA requires more coefficients for image representation than PCA [4], and Support Vector Machines (SVM). 2D DWT is used as a pre-processing tool, which improves the recognition performance significantly. This improvement includes a substantial reduction in error rate and processing time of obtaining 2D PCA orthonormal basis representation. The extracted features are combined with SVM classifier for recognition. The results from our methods outperformed significantly.

In this project, the particular method using 2D principal component analysis for facial expression recognition was initially started with 10 training images and 15 testing images from each class of expression. After that, the same procedure was repeated by increasing the number of training images and the number of testing images from each class of expression.

In future, we will develop a work for the real time system that can be utilized in any sensitive area and surveillance system. Also the facial expression analysis is the useful for the security, gaming, intelligent tutoring system and human behaviour recognition.
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