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Résumé. In this paper, we introduce a class of non-monotone conjugate gradient methods, which include the well-known Polak-Ribiere method and Hestenes-Stiefel method as special cases. This class of nonmonotone conjugate gradient methods is proved to be globally convergent when it is applied to solve unconstrained optimization problems with convex objective functions

Mots Clés : global convergence, Nonmonotone conjugate gradient method.

Introduction
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The object of this paper is to study the convergence of several conjugate gradient methods for nonlinear optimization. We consider only the case where the methods are implemented without regular restarts, and ask under what conditions they are globally convergent for general smooth nonlinear functions.

 Our problem is to minimize a function of n variables, 

We consider conjugate gradient methods for unconstrained optimization,
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 is the stepsize determined by some one-dimensional search.
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 is the search direction defined by:
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where 
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 is a scalar, and 
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The original nonlinear conjugate gradient method 

Main results
2.1 Algorithm .
Step 1. Choose constants
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For the starting point 
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Step 2. Test the following termination 
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condition:
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If it is not satisfied, go to Step 3. 
Step 3. Compute the steplength 
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satisfying the following nonmonotone

line search conditions:
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Step 4. Update  
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Compute the gradient 
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 and the parameter 
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   Monotone HS method (M0 = 0) and nonmonotone HS method (M0 = 8).

	A
	B
	C
	D
	E
	F

	49
	100
	159
	336
	82
	193

	49
	1000
	75
	168
	31
	79

	6
	50
	167
	354
	165
	351

	7
	20
	84
	186
	82
	193

	10
	100
	118
	241
	98
	207

	38
	100
	70
	142
	70
	143

	40
	100
	223
	447
	225
	454


Table 1 : List of test functions.
A: Problem, B: Dimension, C: M0 = 0 and Ni, D: M0 = 0 and Nfg, E: M0 = 8 and Ni, F: M0 = 8 and Nfg
as its monotone counterpart. The comparison shows that the nonmonotone PR method and nonmonotone HS method are competitive with their monotone counterparts. The nonmonotone PR method and the nonmonotone HS method work very well, especially for the extended Powell function.

1.1 Convergence Analysis
In this section, we show the global convergence property of the present method. For this purpose, we make the following standard assumptions.
Theorem 4.1. 
Let (H1), (H2), and (H3) hold. Given any starting point 
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 be generated by the conjugate gradient method (1) and (2), where 
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 satisfies the line search GLL and
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 satisfies Property (P). Suppose that the search direction
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is computed so as to satisfy the sufficient descent condition. Then,
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2.3 Conclusion

          We have analyzed the global convergence of the class of nonmonotone conjugate gradient methods, which include the nonmonotone PR methods and HS method as special cases. Since for nonconvex functions, the commonly used PR method and HS method may not globally converge, we limit our analysis to convex objective functions, although in practice the nonmonotone PR method and HS method also work for nonconvex functions. It is known that the modified PR method,
Bibliographie

1. POLAK, E., and RIBIERE, G., Note sur la Convergence de Methodes des Directions Conjuguees, Revue Francaise d'lnformatique et Recherche Operationelle, Vol. 7, pp. 149-154, 1964
2. FLETCHER, R., and REEVES, C. M., Function Minimization by Conjugate Gradients, Computer Journal, Vol. 7, pp. 149-154, 196

3. GILBERT, J. C., and NOCEDAL, J., Global Convergence Properties of Conjugate Gradient Methods for Optimization, SIAM Journal on Optimization, Vol. 2, pp. 21-42, 1992.






_1392298609.unknown

_1392315225.unknown

_1392316287.unknown

_1392316652.unknown

_1392317572.unknown

_1392316430.unknown

_1392316482.unknown

_1392316376.unknown

_1392316122.unknown

_1392316244.unknown

_1392315424.unknown

_1392315948.unknown

_1392315303.unknown

_1392313995.unknown

_1392314434.unknown

_1392314975.unknown

_1392311373.unknown

_1392313602.unknown

_1392313626.unknown

_1392311403.unknown

_1392311190.unknown

_1369227689.unknown

_1369227690.unknown

_1369227691.unknown

_1369227688.unknown

