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Abstract—As computing becomes ubiquitous in our mod-
ern society, automated recognition of human activities
emerges as a crucial topic where it can be applied to many
real-life human-centric scenarios such as smart automated
surveillance, human computer interaction and automated
refereeing. In this research study, a motion descriptor is
constructed based on the extraction of optical flow features
across consecutive frames for the classification of human
activities. A histogram of features is derived from images
taking into account the solely local properties embedded
within the motion map. Feature selection which is based on
the proximity of instances belonging to the same class is per-
formed to obtain the most distinctive features. Experimental
results carried out on the Weizmann dataset confirmed the
potency for the proposed method with a high recognition
rate of 95.02 % to distinguish between different basic human
action classes such as running, walking, waving and jumping.
The dataset is made of 19 basic actions for 9 different
subjects. Further experiments are conducted to assess the
ability of the proposed approach to recognize similar actions
based on the intra and inter class distribution analysis.

Keywords-Activity Recognition, Motion Descriptor, Optical
Flow, Feature Selection

I. INTRODUCTION

Much research within the computer vision community

is dedicated towards the analysis of and understanding

of human motion. Such study is fueled by the wide

range of applications where human motion analysis can

be deployed such as smart automated surveillance, biomet-

rics, human computer interaction and sport refereeing and

analysis. As computing becomes ubiquitous in our modern

society, the recognition of human activities emerges as

a crucial topic where it can be applied to many real-

life human-centric scenarios [1], [2]. Furthermore, given

the immense expansion of video data being recorded in

everyday life from security surveillance cameras, movies

productions and internet video uploads, it becomes an es-

sential need to automatically analyse and understand video

content semantically. This is to ease the process of video

indexing and fast retrieval of data when dealing with large

multimedia content and big data. Hence, the importance

of automated systems for human activity recognition is

central to the success of such applications.

Human activity recognition aims to automatically infer

the action or activity being performed by a person. For

instance, recognizing whether someone is walking, raising

hands, or performing other types of activities. In the

vision literature, both terms ”Activity” and ”Action” are

used interchangeably and contentiously but every term

has its rough definition [1]. An action is considered as

a simple activity referring to simple pattern performed

by a person during a short period of time lasting a

few seconds. Examples of actions may include raising

hands, bending, sitting and walking. Poppe [1] described

additionally the term action primitive which refers to

an atomic movement at the limb level. On the other

hand, an activity is considered as a composite sequence

of actions executed by either a single person or several

people interacting with each other. Examples of activities

are like leaving an unattended bag, shaking hands or

assaulting a pedestrian. A visual automated system for

human activity analysis consists of three main consecutive

stages: detection, camera-intra tracking and perception of

the action or activity being performed.

The automated marker-less extraction and recognition

of human activities are proven to be a challenging task.

Although, the problem can be stated in simple terms, given

a sequence of frames with one or more people performing

a given activity, can an automated system recognize the

activity being performed. The solution is difficult to devise

or implement. The difficulties stem from three substantial

factors related either to : person, acquisition environment

and activity understanding. Most of the existing methods

proposed for human activity recognition rely on sensors

or special markers mounted on the subject [1], [2]. For

a marker-less approach, the articulated nature of human

body which encompasses a wide range of possible motion

transformations in addition to self-occlusion and appear-

ance variability, exacerbate further complexity on the task

of visual feature extraction [3]. Challenges related to the

acquisition environment may include background clutter,

illumination, camera movement and viewpoint as well

as occlusion by other objects in the scene. Lastly, an

activity can be performed at various ways by different

people depending on the context [4] or even culture of

the performer. Inversely, the same activity performed by

different people can have different semantic meanings.

Furthermore, activities can interleave within each other

and performed in parallel rather than a sequential fashion.

For instance a person can use their computer whilst eating

at the same time or answering the phone.

Due to the incontestable role of automated human

activity recognition in smart surveillance and security

applications, we investigate in this research a marker-less

motion-based descriptor for the classification of human

actions. The method is not dependent on background
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segmentation due to the nature of surveillance imageries

subjected to various conditions. Instead, motion features

are estimated through computing optical flow from a triplet

of consecutive frames to obtain a descriptive number

describing the temporal flow orientation at every pixel.

A histogram of features is constructed from consecu-

tive images taking into account purely different various

numerous the local properties. Feature selection based

on the proximity of instances belonging to the same

class is applied to derive the most discriminative features.

Experimental results carried out on the Weizmann dataset

confirmed the potency for the proposed method to better

distinguish between different human action classes such as

running, walking, waving and jumping with the potency to

extend the training procedure to recognize further complex

activities. Based on analysing the intra and inter class

distributions for various human action classes, the system

is further trained to infer the degree of similar actions

based on the proposed motion descriptor.

II. RELATED WORK

The recognition of human activity is of prime impor-

tance for various applications as automated visual surveil-

lance. The research area of human activity recognition

is closely related to other fields of research that analyze

human motion such as human computer interaction and

biomechanical engineering. Although, there is a consider-

able body of work devoted to human action recognition,

most of the methods are evaluated on datasets recorded in

simplified settings. More recent research has shifted focus

to natural activity recognition in unconstrained scenes

[5]. Poppe [1] and Vishwakarma [2] surveyed the recent

methods, research studies and datasets devoted to this area

of research. Existing methods can be broadly classified

into two major categories in terms of image representation

which are either global or local representation. From

another perspective, the temporal dimension is taken into

account explicitly for image representations in addition to

the spatial information meanwhile other methods extract

image features on a frame by frame basis.

For the global representation, the region of interest

(ROI) of a person is encoded as a whole. The sub-

ject is usually derived from an image through apply-

ing background subtraction. The processing of global

representations is based on low-level information taken

from silhouettes, edges or optical flow [1]. However,

these methods are susceptible to noise, occlusions and

variations in camera viewpoint. Wang et al [6] applied

the R transform on the extracted silhouettes reporting

that the obtained representation is translation and scale

invariant. The main benefit of the R transform is its low

computational cost as well as it geometric invariance. A

set of HMMs are employed for training the extracted

features in order to recognize activities. Weinland et al [7]

described a compact and efficient representation which is

based on matching a set of discriminative static landmark

pose models. The method does not depend on or take into

account the temporal ordering of sequences. In their work,

silhouette models are matched against edge data using the

Chamfer distance and therefore eliminating the need for

background segmentation. Ali and Shah [8] derived a set

of kinematic-based features from the optical flow such

as divergence, velocity, symmetric and anti-symmetric

flow fields. Multiple instance learning method is used

together with Principal Component Analysis to determine

the kinematic modes.

For activity recognition using local representations, a

collection of independent patches within an image are

analyzed to generate a discriminative feature vector for

the observed activity. Local representations do not require

accurate localization or background subtraction and enjoy

the benefits of being to some extent invariant to appearance

transformation, background clutter and partial occlusion

[1]. Local patches are described by local grid-based de-

scriptors that would summarize locally the observation

within grid cells for the case of still frames. Yeffet et al

[9] proposed a local trinary pattern descriptor for encoding

human motion from a sequence of frames. The trinary

number is generated from a matching process of patches

of a given frame against adjacent patches residing on both

the previous and next frames respectively. A histogram-

based feature vector is constructed from the concatenation

resulting from the image divided into a grid. As an

extension of their work, Kliper-Gross [10] employed the

same approach of the local trinary motion pattern renamed

as Motion Interchange Pattern (MIP) for the automated

recognition of human activities. However, they have used

bag of features for the classification stage instead together

with SVM. Oshin [5] utilized the relative distribution of

spatio-temporal interest points for activity recognition in

unconstrained scenarios.

Kliper-Gross et al [11] proposed the ASLAN Action

Similarity LAbeliNg database with an evaluation bench-

mark protocol. The main contribution of their work is

constructing a wide database of videos with hundreds of

complex actions dedicated mainly to inferring the similar-

ity of actions, rather than the classification or recognition

of human actions. The ASLAN dataset includes over 400

complex action classes. The benchmark protocols focus on

action similarity as a binary classification problem with

same or not − same output values. For their proposed

benchmark protocol, they have reported a success rate of

65.3% using a fused set of descriptors. Burghouts [12]

described a saliency measure for each individual feature

point that would enhance the distinctiveness for a given

action through the use of bag of features.

III. PROPOSED APPROACH

A. Motion Flow Descriptor

The propose approach encodes a sequence of frames

into a feature vector describing the performed basic ac-

tion by a person [13]. The method does not depend

on background subtraction for the derivation of motion

features. This is because it is computationally expensive

and complex to deploy background subtraction for real-

time surveillance applications due the process of updating
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the background model which is influenced by a number of

factors such as background clutter, weather conditions and

other outdoor environmental effects. Inspired by the work

of Kliper-Gross [10] for proposing the Motion Interchange

Pattern for action recognition together with the fact that

local descriptors are known for their effectiveness and

robustness for encoding texture for recognition purposes

including biometrics, we have proposed a local descriptor

which captures the motion of the local structure based on

estimating optical flow. Provided that there is a motion of

a small patch at frame t to the next frame t+ 1, there is

a high probability that a similar patch would be induced

within the neighboring region of the original patch position

at the previous frame. The proposed descriptor is based on

constructing a feature that reflects the patch displacement

from frame to frame based.

Because of the common increase of image self-

similarity regions, the block matching using simple sim-

ilarity operators can fail in distinguishing to between

similarity caused by motion and similar static textures. In

addition, the matching can be difficult as moving patches

may have their appearances changed due to the non-

rigid nature of the human motion. In this research, the

optical flow is instead harnessed to better estimate the

motion information from video sequences. Optical flow

is one of the most active research area in computer vision

due to their central role in various fields of applications

such as autonomous vehicle or robot navigation, visual

surveillance and fluid flow analysis. The main basis of

optical flow is to observe the displacement of intensity

patterns [14]. This pattern is a result of the apparent

motion of objects, surfaces, and edges in a visual scene

caused by the relative movement between an observer and

the scene [15]. In other words, optical flow can arise either

from the relative motion of the object or camera. For a

given image I , the constraint for optical flow states that

the gray intensity value of a moving pixel I(x, y, t) at time

t stays constant over time as expressed as:

I(x, y, t)− I(x+ Vx, y + Vy, t+ 1) = 0 (1)

such that Vx, Vy is the optical flow velocity vector for a

pixel p(x, y) from time t to t+1. The intensity constancy

hypothesis can also be written in the differential form

shown in the following Equation:

dI

dt
= 0 (2)

Equation (2) can be rewritten using the chain rule of

differentiation as given below :

∂I

∂x

dx

dt
+

∂I

∂y

dy

dt
+

∂I

∂t
= 0 (3)

Such that ∂I/x which is abbreviated as Ex in this paper,

is the partial derivative for the image with respect to x.

The two unknowns which are the optical flow parameters

are given in the following equation:

v =

[
Vx

Vy

]
=

[
dx
dt
dy
dt

]
(4)

To solve Equation (3) which has two unknowns, con-

straints are required to be added to ease finding a solution.

There are several solutions proposed in the literature.

Differential methods are the most used method. In this

article, the method of Lucas-Kanade [16] is considered

for estimating the optical flow vector. The method is based

on the principle that relative motion of brightness content

between two successive images is small and approxima-

tively constant within a local neighborhood of a given

point p. Therefore, the optical flow equation is assumed

to hold for all points within the smaller neighborhood

region centered at p. The lucas-kanade method solves

the inherent ambiguity of the optical flow equation via

combining information for several close pixels. The local

image flow vector (Vx, Vy) must satisfy the following :

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Ex (q1)Vx + Ey (q1)Vy = −Et(q1)
Ex (q2)Vx + Ey (q2)Vy = −Et(q2)

...

Ex (qn)Vx + Ey (qn)Vy = −Et(qn)

(5)

such that qa is ath pixel within the small region centered

at the point p(x, y). n is the number of points. These

equations can be written in matrix form Av = b, where:

A =

⎡
⎢⎣

Ex(q1) Ey(q1)
...

...

Ex(qn) Ey(qn)

⎤
⎥⎦ (6)

and

b =

⎡
⎢⎣
−Et(q1)

...

−Et(qn)

⎤
⎥⎦ (7)

The above system has more equations than unknowns and

therefore it is considered over-determined. Through the

use of the least squares principle, the LucasKanade method

finds a compromise solution for the 2×2 system as given

in the following Equation :

v = (A
T
A)
−1

AT b (8)

Consequently, the optical flow vector v is estimated as:[
Vx

Vy

]
= C−1K (9)

such that:

C =

[ ∑n

i Ex(qi)
2

∑n

i Ex(qi)Ey(qi)∑n

i Ey(qi)Ex(qi)
∑n

i Ey(qi)
2

]
(10)

k =

[
−
∑n

i Ex(qi)Et(qi)
−
∑n

i Ey(qi)Et(qi)

]
(11)

Based on a triplet of frames denoted as previous,

current and next, a descriptor number d is constructed

for every pixel for the current image through computing

two optical flow images for vprev : {previous, current}
and vnext : {current, next}. We apply thresholding based

on the magnitude of the velocity flow considering only

values greater than τ = 0.5. Based on the location of the
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angular values within the polar coordinate system which

is equally divided into 8 numbered sections of 40 degrees

from 1 to 8, the optical flow vector is converted into

a number reflecting the order within the eighth circular

portions. This is denoted using the function AngIndex
as expressed in Equation (12). The zero indexes refer that

there is no motion where the magnitude of the optical

flow is less than the threshold τ . Both of the two digits

resulting at every pixel from the next and previous frames

are concatenated together to generate a number of base 8

which is converted to a decimal number.

d = AngIndex(vprev) +AngIndex(vnext) ∗ 8 (12)

The number d serves as a descriptor for the motion at

a pixel level. Experimentally, we have observed that a

simple action can be fully contained within only 15 frames

based on video recorded at a frame rate of 25. Therefore,

the encoding process is performed for every pixel for

the seven different triplets of consecutive frames taken

from a video. The motion orientation histogram for a

triplet is computed as shown in Equation (13). Figure (1)

outlines the procedure to estimate the histogram of motion-

based features using optical flow. b is a Boolean function

returning 1 for true cases and 0 for false conditions

Hi =

5∑
t=1

∑
x,y

b(d(x, y, t) == i) (13)

Figure 1. Histogram estimation using Optical Flow

In this research, various features that could potentially

describe better the motion are generated based on sim-

ple fusion operations including summation and statistical

operators being applied on the set of motion orientation

histograms for the triplets of frames. Equation (14) shows

the obtained feature vector by concatenation of different

histograms. The resulting action vector consists of features

describing purely local motion features of the human body

without any information describing the global structure of

the activity nor the anthropometric measurements of the

human body.

F = [
∑

his mean (hist) std(hist)] (14)

B. Feature Selection

The feature selection process is considered in this

research to derive the most discriminative features and

suppress the redundant and irrelevant components which

may degrade the classification rate. Because it is infeasible

to conduct a brute force search procedure for all possible

combinations of subsets to derive the optimal feature

subset due to the high dimensionality of the raw feature

vector. Alternatively, the Adaptive Sequential Forward

Floating Selection (ASFFS) search algorithm [17] is har-

nessed to reduce the number of features.

The feature subset selection procedure is purely based

on an evaluation function that assesses the discriminative-

ness of each component or set of features in order to derive

the optimal subset of features for the classification process

[18]. We present a validation-based evaluation criterion to

pick up the subset of features that would minimise the

classification errors and ensure larger inter-class separabil-

ity between the different classes. As opposed to the voting

paradigm employed by the KNN classifier, the evaluation

function utilises coefficients w that signify the significance

of the most nearest neighbours of the same class. The

probability score for a candidate sc to belong to a cluster

c is expressed in the following Equation (15) as:

f(sc) =

∑Nc−1

i=1
ziwi∑Nc−1

i=1
wi

(15)

such that Nc is the number of candidates within the cluster

c, and the coefficient wi for the ith nearest instance is

inversely related to closeness as given:

wi = (Nc − i)
2

(16)

The value of zi is given as:

zi =

{
1 if nearest(sc, i) ∈ c
0 otherwise

(17)

Where the nearest(sc, i) function returns the ith closest

instance to the instance sc. The Euclidean distance mea-

sure is employed to infer the nearest neighbours from the

same class. The significance for a subset of features is

entirely based on the validation-based metric which is es-

timated using the leave-one-out cross-validation rule. The

human action signature is made as the subset of features S
among the feature space F attaining the maximum value

which is the average sum of f computed across the N
samples x as shown the following equation:

Signature = argmax
S∈F

(∑N

x=1
fS(x)

N

)
(18)

In order to infer whether two actions are similar, intra

and inter-class distribution analysis is performed using

all possible pairs from the dataset via computing the
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simple Euclidean Distance as a similarity measure. This

is carried out using the derived subset of normalized

features ensuring better discriminability between different

action classes using the Weizmann dataset described in

the following section. Based on the intra and inter class

distributions being plotted for this case study, the threshold

τ = 0.267 is estimated as the intersection point between

the two Gaussian distributions which is harnessed to

deduce whether a given two instances of human actions

belong to the same class or not.

IV. EXPERIMENTAL RESULTS

For the evaluation of motion-based local features de-

rived using the marker-less method for human action

recognition, the proposed method is tested on the Weiz-

mann dataset [19] which contains 90 video sequences with

low-resolution of 180 × 144 recorded at frame rate of

25 frames per second. There are nine different people,

each performing 10 actions such as running, walking,

skipping, jumping-jack, jumping forward on two legs and

waving one hand. Figure (2) In this study, we manually

collected a dataset containing 218 video sequences for 19

different simple actions by decomposing an activity into

primitive actions. Each video consists of 15 frames which

are all checked to better describe the complete action. For

instance, the activity of waving one hand can be split into

two basic actions including rising the hand upwards and

than lowering it down.

Figure 2. Weizmann dataset

The feature selection process with the proposed eval-

uation criterion is applied on the extracted raw visual

features. An optimal action signature is derived containing

only 30 features. The Correct Classification Rate is com-

puted using the K-nearest neighbour (KNN) rule for the

value of k = 3 using the leave-one-out cross-validation.

The KNN classifier is chosen at the classification phase

because of its simplicity and therefore fast computation

besides the convenience of comparison to other existing

studies. Using the Cumulative Match Score (CMS) eval-

uation method which was described by Phillips in the

FERET protocol for face recognition, we have correctly

classified 95.02% of the 19 basic actions at rank R = 1
and 100% at rank R = 9. The achieved results are

Method Num. Actions CCR

Our method 19 95.00 %

Yao & al [20] 10 92.20 %

Almotairi & Ribeiro[21] 10 92.22%

Liu & al [22] 10 90.40%

Table I
COMPARATIVE RESULTS FOR THE WEIZMANN DATASET

promising because the recognition is based purely on

local motion information and this can be boosted through

adding global features. The achieved results promising

because the recognition is based purely on local motion

information and this can be boosted through adding global

features. The confusion matrix is shown in Figure (3)

which visualizes the separation results across the differ-

ent clusters. The lighter squares reflect higher separation

scores and thus better discriminability. The dark blue

diagonal line reflects the zero distance between the same

classes. The separation distance between the different

clusters is computed using the Euclidean distance metric.

Table (1) shows comparative results for different methods

for human activity recognition on the same Weizmann

dataset. Although, we have chosen to consider different

number of action classes, the obtained results inspire to

certain potentials in addressing the intricate issue of human

activity recognition via decomposition into simple actions.

Figure 3. Confusion matrix for cross-matching of action recognition

The Receiver Operating Characteristics (ROC) curve is

plotted in Figure 4 to show the verification results for

estimating the similarity between two instances across

all pairs. In the verification process, the instances from

database are verified to check if they belong to the claimed

class labels based on computing the Euclidean distance.

The thresholding function described in Feature Selection

section is used to express whether the two pairs belong to

the claimed class. In order to plot the False Acceptance

Rate (FAR) versus the False Rejection Rate (FRR), dif-

ferent score thresholds are used. Using the human action

signature derived from dynamics, the system achieved

equal error rate of 1.89% is obtained.

V. CONCLUSIONS

Automated recognition of human activity is central for

success of various applications as smart visual surveil-

lance. In this research, a motion interchange descriptor is

402



Figure 4. Receiver Operating Characteristic (ROC) Plot

employed for the extraction of features across consecutive

frames for the classification of human activities. A his-

togram of features is constructed from the image taking

into account the global and local properties embedded

within the motion map. Feature selection based on the

proximity of instances belonging to the same class is

applied to derive the most discriminative features. Ex-

perimental results carried out on the Weizmann dataset

confirmed the potency for the proposed method to better

distinguish between different activity classes. Based on

analysing the intra and inter class distributions for various

human action classes, the system is further trained to infer

the degree of similar actions based on the proposed motion

descriptor. The obtained results reveal certain potentials in

addressing the intricate issue of human activity recognition

via decomposition into simple actions.
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of advances in vision-based human motion capture and
analysis,” Computer vision and image understanding, vol.
104, no. 2, pp. 90–126, 2006.

[4] Y. Zhu, N. M. Nayak, and A. K. Roy-Chowdhury, “Context-
aware activity recognition and anomaly detection in video,”
Selected Topics in Signal Processing, IEEE Journal of,
vol. 7, no. 1, pp. 91–101, 2013.

[5] O. Oshin, A. Gilbert, and R. Bowden, “Capturing relative
motion and finding modes for action recognition in the
wild,” Computer Vision and Image Understanding, vol.
125, pp. 155–171, 2014.

[6] Y. Wang, K. Huang, and T. Tan, “Human activity recogni-
tion based on r transform,” in Computer Vision and Pattern
Recognition, 2007. CVPR’07. IEEE Conference on. IEEE,
2007, pp. 1–8.

[7] D. Weinland and E. Boyer, “Action recognition using
exemplar-based embedding,” in Computer Vision and Pat-
tern Recognition, 2008. CVPR 2008. IEEE Conference on.
IEEE, 2008, pp. 1–7.

[8] S. Ali and M. Shah, “Human action recognition in videos
using kinematic features and multiple instance learning,”
Pattern Analysis and Machine Intelligence, IEEE Transac-
tions on, vol. 32, no. 2, pp. 288–303, 2010.

[9] L. Yeffet and L. Wolf, “Local trinary patterns for human
action recognition,” in Computer Vision, 2009 IEEE 12th
International Conference on, 2009, pp. 492–497.

[10] O. Kliper-Gross, Y. Gurovich, T. Hassner, and L. Wolf,
“Motion interchange patterns for action recognition in un-
constrained videos,” in European Conference on Computer
Vision. Springer, 2012, pp. 256–269.

[11] O. Kliper-Gross, T. Hassner, and L. Wolf, “The action sim-
ilarity labeling challenge,” Pattern Analysis and Machine
Intelligence, IEEE Transactions on, vol. 34, no. 3, pp. 615–
621, 2012.

[12] G. J. Burghouts, S. van den Broek, and R. ten Hove,
“Spatio-temporal saliency for action similarity,” in Com-
puter Vision and Pattern Recognition Workshops (CVPRW),
2013 IEEE Conference on. IEEE, 2013, pp. 257–262.

[13] A. Ladjailia, I. Bouchrika, H. F. Merouani, and N. Harrati,
“On the use of local motion information for human action
recognition via feature selection,” in 4th IEEE International
Conference on Electrical Engineering (ICEE), 2015.

[14] D. Fortun, P. Bouthemy, and C. Kervrann, “Optical flow
modeling and computation: a survey,” Computer Vision and
Image Understanding, vol. 134, pp. 1–21, 2015.

[15] A. Burton and J. Radford, Thinking in perspective: critical
essays in the study of thought processes. Methuen, 1978.

[16] B. D. Lucas, T. Kanade et al., “An iterative image regis-
tration technique with an application to stereo vision.” in
IJCAI, vol. 81, 1981, pp. 674–679.

[17] P. Somol, P. Pudil, J. Novovičová, and P. Paclık, “Adap-
tive floating search methods in feature selection,” Pattern
recognition letters, vol. 20, no. 11, pp. 1157–1163, 1999.

[18] I. Bouchrika, “Gait analysis and recognition for auto-
mated visual surveillance,” Ph.D. dissertation, University
of Southampton, 2008.

[19] M. Blank, L. Gorelick, E. Shechtman, M. Irani, and
R. Basri, “Actions as space-time shapes,” in Computer
Vision, 2005. ICCV 2005. Tenth IEEE International Con-
ference on, vol. 2. IEEE, 2005, pp. 1395–1402.

[20] A. Yao, J. Gall, and L. Van Gool, “A hough transform-
based voting framework for action recognition,” in Com-
puter Vision and Pattern Recognition (CVPR), 2010 IEEE
Conference on. IEEE, 2010, pp. 2061–2068.

[21] S. Almotairi and E. Ribeiro, “Action classification using
sequence alignment and shape context,” in The Twenty-
Seventh International Flairs Conference, 2014.

[22] J. Liu, S. Ali, and M. Shah, “Recognizing human actions
using multiple features,” in Computer Vision and Pattern
Recognition, 2008. CVPR 2008. IEEE Conference on.
IEEE, 2008, pp. 1–8.

403



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


