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Abstract. This paper introduces an optimized RBF-Neural Network
for breast cancer classification. The study is based on the optimization
of the network through three learning phases. In the first phase, K-means
clustering method is used to define RBFs centers. In the second phase,
Particle Swarm Optimization is used to optimize RBFs widths. In this
phase, a pseudo inverse solution is used to calculate the output weights.
Finally, in the third phase, the back-propagation algorithm is used for
fine-tuning the obtained parameters, namely centers, widths and output
weights. The back-propagation is then initialized with the obtained pa-
rameters instead of a random initialization. To evaluate the performance
of the proposed method, tests were performed using the Wisconsin Diag-
nostic Breast Cancer database. The proposed system was compared with
a network trained only with BP and a network trained with K-means +
PSO. The results obtained are promising compared to other advanced
methods and the proposed learning method gives better results by com-
bining these three methods.
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1 Introduction

Breast cancer is the most common type of cancer worldwide and one of the lead-
ing causes of death among women [4]. Fortunately, an early detection effectively
prevents this kind of cancer. The diagnostic is generally based on the expert’s
examination of the patient’s data. The computer-aided diagnosis of patients not
only provide fast diagnostic, but also the possibility to deal with large amount
of data. Indeed, the use of artificial intelligence and pattern recognition tech-
niques permits exploring information from large number of patients, hospitals
and countries to construct powerful classification systems. The current increase
in the available data make these systems more attractive. These techniques in-
clude a lot of machine learning methods such as support vector machine, naive
bayesian, neural networks, fuzzy logic.
This study focuses on neural networks, which are among the most common in
this field. They have been successfully applied due to their high computing and
learning abilities. More specifically, RBF neural networks represent the core of
this research work. They provide high global approximation capability based on
local responses using special hidden neurons. Therefore, an RBF neural based
classifier for breast cancer diagnosis is introduced. The learning of the proposed
system is performed in three phases. First, the centers are defined using the
K-means clustering algorithm. Second, the widths of the radial basis functions
are optimized using particle swarm optimization, in which the calculation of the
output weights is performed using pseudo inverse solution. Third, the obtained
parameters are fine-tuned using back propagation (BP) algorithm. To evaluate
the proposed learning method, the proposed classifier is compared to a network
formed only with BP and a network formed with K-means + PSO. As a result,
the proposed learning method gives better results than these two methods.
The reminder of the paper is organized as follows. Section 2 presents some related
works. Section 3 describes some theoretical background, such as the RBF neural
networks, the back propagation algorithm and the particle swarm optimization
method. Then, Section 4, introduces the proposed classification system, while
Section 5 discusses the classification results obtained on Wisconsin Diagnostic
Breast Cancer database. Finally, Section 6 concludes the paper.

2 Related Work

Recently, several neural networks-based medical classification systems have been
proposed, using RBF neural networks. The RBF neural networks learning in
these systems are generally based on bioinspired methods. For example, in [19],
the authors have proposed a system to predict breast cancer using a new graph
based on feature selection approach. The classifier model used in this study
is RBF neural network that its parameters were optimized using artificial bee
colony (ABC) algorithm.
In [10], the authors have explored the features reduction properties of indepen-
dent component analysis (ICA) on breast cancer decision support system. The
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aim of the features set reduction by (ICA) was to evaluate diagnostic accuracy
of the classifiers like artificial neural network, k-nearest neighbor (KNN), radial
basis function neural network (RBFNN) and support vector machine (SVM). In
[18], the authors have proposed a novel learning approach for radial basis func-
tion neural network (RBFNN) to predict breast cancer. This approach was based
on fuzzy c-means (FCM) and quantum particle swarm optimization (QPSO) for
grouping similar data.
Furthermore, the authors in [2] have presented a new classification model of di-
abetic patient’s data based on radial basis neural network, cluster validity index
and BAT optimization algorithm. In this classifier the authors have employed
the cluster validity index in class by class fashion for determining the optimal
number of neurons in pattern layer. Also, they have designed a new convex fitness
function for bat inspired optimization algorithm to identify the weights between
summation layer and pattern layer.
Moreover, in [3], the authors have used a bee-inspired approach named cOptBees,
to automatically define the number, location and dispersion of basis functions
to be used in RBF neural networks. The proposed approach, named BeeRBF,
was used to solve medical classification problems. In [1], the authors have pro-
posed a new method to optimize the construction of radial basis function (RBF)
networks, based on a cooperative particle swarm optimization (CPSO) frame-
work. In addition, [15] presents a combination between multidimensional particle
swarm optimization and class-specific clustering to optimize the number of clus-
ter centroids and their locations.
This work proposes to train the introduced RBF neural network classifier by
combining three methods: a clustering method (K-means), a bio-inspired opti-
mization method (PSO) and the backpropagation method.
The clustering method was used to define the RBFs center, while the optimiza-
tion method is used for the RBFs width. Finally, the back propagation is used
for fine-tuning all parameters: RBFs centers, widths and the output weights.
Therefore, this approach aims to enhance the performance of RBF neural net-
work by defining RBFs parameters in two independents phases, and then, fine-
tuning the network parameters using BP algorithm.

3 Theoretical Background

3.1 Radial Basis Function Neuronal Network (RBFNNs)

RBF networks are a special type of artificial neural networks that use radial
basis function (RBF) as activation function instead of sigmoid functions [14].
An RBFNN has three layers, namely the input layer, the hidden layer and the
output layer. Figure 1 illustrates an example of RBFNNs.

The data propagation principle in RBF networks is as follows: Firstly, the data
is transmitted by the neurons of the input layer to the hidden layer. Then, the
neurons of the hidden layer receive the data, calculate the basis functions and
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Fig. 1: An example of RBF neural network with N-M-J architecture

transmit them to the output layer. Finally, the neuron of the output layer cal-
culates the linear sum of the hidden neurons [14]. In this work, the Gaussian
functions used in the hidden layer are given by:

Ym(x) = exp

(
−‖ X − Vm ‖

2

2σ2
m

)
(1)

Where, X = (x1, x2... xN ) is the input vector, Vm = (v1m, v2m... vNM ) and σm
are the mth center vector and the width parameter respectively.
The output of the output layer Z is a linear weighted combination :

Zj =

M∑
m=1

UmjYm(x) (2)

Where, Ym is the mth output of the hidden layer and Umj is the weight between
mth hidden unit and jth output unit.
N: represents the number of nodes in the input layer
M: represents the number of nodes in the hidden layer
J: represents the number of nodes in the output layer

3.2 Back Propagation (BP) learning algorithm

Back propagation (BP) is a learning algorithm that aims to minimize the dis-
tance between the calculated output Z(q) and the desired output T (q) corre-
sponding to each learning example X(q) [16].
The objective function used in BP algorithm in general is the total sum square
error. For a set of Q learning examples, the error is defined as follows:

E =

Q∑
q=1

J∑
j=1
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)
(3)
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In RBFNN, the back propagation is used to adjust the weights between the
hidden and the output layer and the parameters of Gaussian function.
The update of the weight U, the center V and the width σ are given by:

∆U = −η1
∂E

∂U
(4)

∆V = −η2
∂E

∂V
(5)

∆σ = −η3
∂E

∂σ
(6)

Where, η1,η2,η3 are the learning rates.

3.3 Particle Swarm Optimization (PSO)

Particle Swarm Optimization (PSO) is a stochastic optimization technique and
introduced by Dr. Eberhart and Dr. Kennedy in 1995. PSO can simulate the
swarm behavior of bird flocking or fish schooling.
The technique starts with a random population of solutions and search for the
optimal solution through some update iterations. Each individual in the swarm
is called particle which represents a potential solution.
These particles fly with a certain velocity and find the global best position after
some iterations. At every iteration, each particle adjusts its velocity according to
its momentum and the influence of its best positionPb as well as the best position
of its neighbors Pg, and then a new position is obtained [5][7]. For example, if
the dimension of search space is D, the total number of particles is n.
Therefore, the position of the ith particle can be expressed as a vector:

Xi = (xi1, xi2... xiD) (7)

The best position of the ith particle so far is denoted by:

Pib = (pi1, piD... piD) (8)

The best position of all particles searching until now is denoted as a vector:

Pg = (pg1, pg2... pgD) (9)

The velocity of the ith particle is represented as a vector:

Vi = (vi1, viD... viD) (10)

The velocity update is described as:

Vi(t+1) = w×Vi(t)+c1×rand()×(Pi−Xi(t))+c2×rand()×(Pg−Xi(t)) (11)

The position update is described as:

Xi(t+ 1) = Xi(t) + V (t+ 1) (12)

Where, c1, c2 are the acceleration constants with positive values, rand() is
a random number between 0 and 1 and w is new inertial weight [5][7]. The
parameter w can be gradually reduced as the generation increases according to:

w(t) = wmax −
(wmax − wmin

itermax

)
(13)



An Optimized RBF-Neural Network for Breast Cancer Classification 29

4 Proposed Method

This work presents a neural-classifier for breast cancer based on RBFNN, back
propagation and particle swarm optimization. The main objective is to combine
the properties of these methods to achieve better performance. Indeed, the back
propagation algorithm has been used many times for neural networks training
with successful results, but it suffers from two main drawbacks: the local minima
and slow convergence.
The proposed method aims to avoid these two problems by applying the BP

Fig. 2: Principal scheme of the proposed method

algorithm after defining the centers and optimal widths. BP is then applied just
for fine-tuning the obtained parameters after clustering and optimization. More
precisely, firstly, K-means clustering method is used to define the RBFs centres.
Then, we use PSO for optimizing the widths of RBFs. In this step, the pseudo
inverse solution is used to calculate the output weights in a similar way as the
Extreme Learning Machine. Therefore, the advantages of this training algorithm
are: (i) it has a rapid response time, (ii) it can be used with non-differential
activation functions and (iii) it does not need to set the stopping criteria and
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the learning rate [6].
Indeed, training the output weights of a neural network is much simpler than
training all weights [11]. Afterwards, all parameters are saved and fine-tuned
using BP. As a result, the proposed method consists then of three learning phases.
Figure 2 illustrates the principal scheme of this method.

5 Tests and Experiments

To evaluate the performance of the proposed classifier, the Wisconsin Breast
Cancer Dataset (WBCD) was used during this study’s tests [8]. The data was
gathered by Dr. William H. Wolberg at the University of Wisconsin Hospitals,
Madison, USA. This dataset contains 699 records, among them, 16 are with
missing data. These records were deleted to be consistent with the literature.
The selected dataset then included 683 records, of which 239 were malignant

Fig. 3: Error evolution during training

and 444 were benign.
Nine integer features characterized each record: clump thickness, uniformity of
cell size, uniformity of cell shape, marginal adhesion, single epithelial cell size,
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bare nuclei, bland chromatin, normal nucleoli and mitoses.
A 10-fold cross validation was utilized to evaluate the generalization perfor-
mance. According to this strategy, the dataset was randomly divided into 10
subsets, 9 of them were used as training data and the remaining subset was used
as test set. This procedure was repeated 10 times and consequently, all samples
appeared once in a test set.
Two tests were carried out to perceive the effect of the adaptation of the dif-
ferent parameters, when using BP only; in the first, only the output weights
were updated, whereas, in the second, all the parameters were updated. Figure
3 illustrates the evolution of the error during the learning process correspond-
ing to these two tests. Thus, the update of all parameters improves learning
performance. In addition, Figure 4 illustrates the error evolution during the

Fig. 4: Fine-tuning all parameters

learning process of an RBFNN, learning BP algorithm after the optimization
phase. Therefore, the initial parameters are not randomly initialized, but taken
form the best solution of the PSO.
It can be noticed that using BP to update all parameters after optimization
further improves learning performance. In fact, BP algorithm starts from a good
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point and its role is simply to fine-tune the parameters obtained (centres, widths
and output weights).

Table 1: Classification results over Breast Cancer Dataset

Hidden nodes BP PSO + Kmeans The proposed method

5 96.86 ± 0.32 95.92 ± 1.14 97.08 ± 0.13

10 96.80 ± 0.18 96.82 ± 0.85 97.38 ± 0.18

15 96.70 ± 0.36 97.02 ± 0.45 97.48 ± 0.29

20 96.60 ± 0.43 97.32± 0.33 97.62 ± 0.31

25 96.55 ± 0.50 97.52 ± 0.23 97.82 ± 0.36

Table 2: Comparaison of the results

Authors, Year Method Accuracy (CV)

Örkcü, 2011 [13] Real Coded G.A+Neural Networks 96.50 % [10-CV]

Stoean , 2013 [17] SVM+Evolutionary Algorithm 97.07a%

Malmir, 2013 [9] Imperialist Competitive Alg+NN 97.75a%

Nguyen, 2015 [12] Wavelet+Type2 fuzzy logic 97.88 % [5-CV]

Proposed,2018 PSO+Kmeans+BP 97.82 % [10-CV]

CV: Cross Validation, a: Cross Validation not mentioned

Table 1 displays the classification results obtained using three networks. The
first network was trained using BP only. In this network, the centers and widths
of the RBFs (hidden neurons) were initialized randomly. In the second network
(Kmeans + PSO), the centers of RBFS were defined using Kmeans, and the
widths were obtained using PSO.
Finally, the third network, which represents the proposed contribution, combined
both approaches. In this network, K-means defines the centers, PSO optimizes
the widths and BP fine-tunes the obtained parameters. The obtained results
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with different numbers of RBFs showed that the proposed classifier outperforms
the other networks. Table 2 compares the proposed method with other works
applied on the same database. These works include a variety of artificial intelli-
gence systems, i.e., fuzzy logic, neural networks, clustering, wavelet, GA, SVM,
ELM. It can be noticed that the classification system proposed by the authors
surpasses most of these works. Thus, the results obtained are promising for fur-
ther enhancements.

6 Conclusion

This paper introduced a neural classier for breast cancer diagnosis. The proposed
system is based on Radial Basis Function neural network, stochastic optimization
technique and clustering algorithm. The objective is to combine the properties
of these methods. Indeed, the back propagation algorithm allows to obtain good
performances but it suffers from two main drawbacks: local minima and slow
convergence.
Therefore, the proposed method aims to avoid these two problems by applying
the BP algorithm after defining the centers and optimal widths. BP is then
applied just for fine-tuning the network parameters. To assess the performance of
the proposed method, tests on Wisconsin Breast Cancer Dataset (WBCD) were
carried out. The proposed classifier provided higher generalization performance
compared to BP using only and PSO + K-means, which shows that the use of
BP for fine-tuning enhances network performance.
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