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Abstract

The most effective well-known methods in the context of static machine learning offer no alternative to evolution and
dynamic adaptation to integrate new data or to restructure problems already partially learned. In this area, the incremental
learning represents an interesting alternative and constitutes an open research field, becoming one of the major concerns of
the machine learning and classification community. In this paper, we study incremental supervised learning techniques and
their applications, especially in the field of pattern recognition. This article presents an overview of the main concepts and
supervised algorithms of incremental learning, including a synthesis of research studies done in this field and focusing on
neural networks, decision trees and support vector machines.
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1 Introduction

In the latest years, we observe a strong use of the classifica-
tion methods in many application fields such as machine
learning and data mining. These two areas are limited by the
availability of training data. Indeed, if the data provided in
the system is not representative of the problem to model, the
answer of the system will not be reliable because the module
of learning of this system will not be able to provide a model
generalizing reality. The problem is that such a training set
is not always available; it requires that the system is able to
use and learn new data and information presented to it later
to improve its performance with preservation of previously
acquired knowledge, this is named incremental learning.
However, most methods found effective in the context of
static learning do not propose any alternative of evolutionary
and dynamic adaptation to integrate new knowledge, new
data or to restructure problems already partially learned. In
this case, a classical approach is to merge the old and new
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data and to proceed a complete re-training of the system.
The difficulties of such an approach are, of course, the need
for having the old training data, in addition to prohibitory
training times and the need for redefining the new param-
eters of the adopted model. Thus, an incremental learning
system, able to learn new information (new data, new classes
...), without forgetting the previously acquired knowledge
and without obligation to relearn the already learned data,
becomes a very interesting alternative.

Moreover, the static methods cannot treat the large data
sets that can be analyzed to find patterns, trends, requiring
heavy computational power and memory. The deep learning
is one technique that can be used for data analysis so that
able to help us find abstract patterns in Big Data. The appli-
cation of the Deep Learning to Big Data can find unknown
and useful patterns that were impossible so far. With the help
of Deep Learning, Artificial Intelligence is getting smart.

The incremental learning represents one of the major
concerns of the community of machine learning and con-
stitutes an open research area which is the subject of several
types of work. Incremental methods provide solutions to
process the learning data sequentially, using subsets of the
training dataset. Incremental learning is a machine learning
paradigm where the learning process takes place whenever
new example(s) emerge and adjusts what has been learned
according to the previous example(s) [11].
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In our research, we are interested in incremental super-
vised learning, which represents a class of machine learning
techniques for which the output is known for all inputs and
the system training algorithm uses the error to guide the
training. Each example of the training set being is a couple
(input, output). Supervised learning field includes classifica-
tion methods (the output is a class) and regression methods
(the output is a real number).

In our study, we provide an overview of incremental
supervised algorithms and deep learning studies, comment-
ing briefly on their application on pattern recognition since:
(1) the domain of pattern recognition has become today one
of the major areas in which more and more researchers are
working and (2) there is little work that includes the appli-
cation of incremental supervised learning in this area com-
pared with incremental clustering.

The remainder of this article is organized as follows: in
Sect. 2, we start with definitions and concepts related to the
incremental learning. The principal incremental supervised
learning algorithms are detailed in Sect. 3. We present the
most recent works using these algorithms in the field of pat-
tern recognition in Sect. 4 with a synthesis of all of this work
in Sect. 5. Section 6 includes a conclusion and proposals for
further research.

2 Basic concepts and definitions

Machine learning consists of automatically extracting of
knowledge, rules, and models from available data (images,
sounds,). It is a very large field representing a well-estab-
lished discipline that had been investigated in the last dec-
ades by many researchers.

Several definitions have been proposed for incremental
learning during the last few years. The most preferred and
most synthesis is [1]: (1) in incremental learning, the train-
ing set is not fully available at the beginning of the learning
process as in batch learning. Data can arrive at any time
and the hypothesis concept has to be updated if necessary
to capture the classes, (2) incremental learning requires an
algorithm that is capable of learning from new data that may
introduce new concept classes while retaining the previously
acquired knowledge without requiring access to old datasets.

In incremental learning, the system must be able to
answer the “stability/plasticity” dilemma:

e Stability The capacity to not forget the already learned
data. A system of training is completely stable if it will
learn only once the data and will retain the knowledge
acquired without being able to learn from the new data;

e Plasticity The capacity to assimilate new data. A system
of training is completely plastic if it will able to learn
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from the new data but without forgetting those previously
learned.

The objective of incremental learning is to propose a
good “stability/plasticity” compromise by respecting the
four following criteria [1] (as shown in Fig. 1):

e it should be able to learn additional information from
new data (plasticity);

e it should not require access to the original data, used to
train the existing classifier;

e it should preserve previously acquire knowledge it should
not suffer from significant loss of originally learned
knowledge (stability);

e it should be able to accommodate new classes that may
be introduced with new data;

Thus, an incremental learning system can learn additional
information from new data without having access to previ-
ously available data and without requiring any relearning of
the system on the old and the new training data. The incre-
mental learning is a type of training; we can say that a super-
vised or unsupervised learning algorithm can be incremental
or not incremental.

3 Principal incremental supervised learning
algorithms

Several incremental learning algorithms are proposed in the
literature. Among these methods, some are not truly incre-
mental because at least 1 of the 4 previously mentioned cri-
teria is violated.

We can distinguish two main types of incremental learn-
ing algorithms (adaptive and evolving learning) according
to their corresponding systems [1]:

e Adaptive systems For parameter incremental learning,
the structure of the system is fixed and initialized at the
beginning of the learning process and the system param-
eters are learned incrementally according to newly avail-
able data;

Evolve/ Merge/
Remove class

Labeled
data

Incremental Learning

Update
knowledge base

Unlabeled
data

Fig. 1 Working on an incremental learning [15]
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e Evolving systems Are more flexible than adaptive systems
since they allow structure incremental learning which
modifies their structure (by adding new classes if neces-

sary).

In our study, we focus on the incremental supervised
learning algorithms: neural networks, decision tree, SVM...

3.1 Decision trees

A decision tree is a classifier (the result of a training process
of a learning algorithm on training data) which can divide a
population of individuals into homogeneous groups accord-
ing to discriminating attributes. It allows making predictions
based on known data on the problem by reduction, level by
level, the domain solutions. Each internal node of a decision
tree is attributed discrimination, of the elements to classify,
that divides these elements seamlessly between the son of a
different node. The branches connecting a node to represent
his son discriminant values of the attribute node. Finally,
the leaves of a tree decision are his predictions for the data
to classify.

It is a classifier which has the advantage of being readable
and allows for analysis to determine the discriminative pairs
(attribute, value) among a very large number of attributes
and values. The main idea of decision trees is to recursively
divide, and efficiently as possible, the examples of the train-
ing set by tests defined using attributes until you get sub-sets
which contain only examples belonging to the same class.
The process of building a decision tree is the learning, it can
be done in different ways depending on various algorithms.

Among the algorithms, the best known and most com-
monly used is Quinlan’s ID3 algorithm. The learning phase
of decision trees is commonly divided into three stages: the
tree growth (Separation into branches, selecting an attribute
to partition the whole training set), stopping and pruning.
These phases vary according to the decision tree building
algorithm. The criterion of tree branches separation (choice
of the most discriminating attribute) is the most important
measure to categorizing the different algorithms to build
decision trees [4]. The ID3 is an efficient learning algorithm
that creates decision trees to represent classification rules. It
uses concepts of entropy and information gain.

Decision trees are semi-related to incremental learning at
all. They are built incrementally using a recursive procedure
(ID3, C4.5...). A tree is built incrementally starting from
a root node, but if you insert or remove only one training
example, you need to rebuild the tree from scratch because
the procedure (e.g. ID3) takes into account all the training
examples at each iteration to calculate the entropy of each
attribute, then its information gain.

The most known incremental decision tree algorithms
are:

e [D4 is the first algorithm proposed by Schlimmer and
Fisher [34]. It incorporates data incrementally. However,
certain concepts were unlearnable, because ID4 discards
subtrees when a new test is chosen for a node;

e ID5 developed by Utgoff [37], it did not discard sub-trees
but also did not guarantee that it would produce the same
tree as ID3;

e [D5R is an algorithm that performs learning by induction
from examples in an incremental manner. This method
generates the same decision tree found by ID3 for the
same set of training [32];

e ITI is an efficient method for incrementally inducing
decision trees. The same tree is produced for the training
dataset. The method consists of storing the statistics in
the leaves, which allows a restructuring of the tree during
the arrival of new examples [32];

e VEDT (Very Fast Decision Tree) is based on the calcula-
tion of information gain for selecting the attributes. The
VEDT learner reduces training time for large incremental
datasets by sub-sampling the incoming data stream [32].

We have chosen to detail ID5R, one of the most used
incremental decision trees. The reason behind choosing
the ID5R is their embedded flexibility regarding a level of
granularity and their robusted.

The structure of the tree induced by ID5R contains [37]:

e aleaf node (or answer node) that contains: a class name,
and the set of instance descriptions at the node belonging
to the class;

e a non-leaf node (or decision node) that contains: an
attribute test, with a branch to another decision tree for
each possible value of the attribute, the positive and
negative counts for each possible value of the attribute,
and the set of non-test attributes at the node, each with
positive and negative counts for each possible value of
the attribute.

The essential difference between ID5R and ID3 is that in
ID5R, the examples are kept in the tree. This makes it pos-
sible to obtain a capacity of generalization without losing the
specificity of the examples. The learning algorithm used by
ID5R is the following:

e if the tree is empty, then define it as the unexpanded
form, setting the class name to the class of the instance,
and the set of instances to the singleton set containing the
instance;

e otherwise, if the tree is in unexpanded form and the
instance is from the same class, then add the instance to
the set of instances kept in the node;

e otherwise;
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— if the tree is in unexpanded form, then expand it to one
level, choosing the test attribute for the root arbitrarily;

— for the test attribute and all no test attributes at the current
node, update the count of positive or negative instances
for the value of that attribute in the training instance;

— if the current node contains an attribute test that does not
have the lowest E-score, then

e restructure the tree an attribute with the lowest
E-score will be at the root;

e recursively repeat the test attribute in each subtree
except the one that will be updated in step3 (recur-
sively update);

e recursively update the decision tree below the current
decision node along the branch for the value of the
test attribute that occurs in the instance description.
Grow the branch if necessary.

3.2 Neural networks

An artificial neural network is a model inspired by biologi-
cal neurons. A preliminary definition of a neural network
is given [10] in his course package as follows: “neural net-
work” is an interconnected assembly of simple processing
elements, units or nodes, whose functionality is loosely
based on the animal neuron. The processing ability of the
network is stored in the inter-unit connection strengths, or
weights, obtained by a process of adaptation to or learning
from, a set of training patterns.

Each neuron makes a balanced sum of its entries and
turns over a value based on the function of activation. This
value can be used either like one of the entries of a new layer
of neurons or as a result which is up to the use to interpret.
The training phase of neural networks consists of updating
the weights associated with the input neurons. Incremen-
tal versions of neural networks were developed, the most
referred is:

Learn++ [27]: is an incremental learning algorithm using
neural networks inspired by the AdaBoost (Adaptive Boost-
ing). It is based on the principle of weak classifiers combina-
tion to make a decision. The system trains several classifiers
on several subsets of the training set. The difficulties of this
algorithm are the creation of training subsets and the com-
bination of these classifiers.

3.3 Support vector machine (SVM)

Support vector machine or SVM is a supervised learning
technique introduced by Vapnik in 1996, which causes much
interest for its good performances in a large range of practi-
cal applications.

It allows making a binary decision, i.e. to carry out
the classification of a form in a decision space containing
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a maximum of two. The basic idea of this approach is to
separate the training data, by seeking the separator which
maximizes the margin (to choose the hyperplane which max-
imizes the minimal distance to the examples of training).
In other words, the objective is to find the maximization
criterion of the margin which gives it an excellent power of
generalization. The principal motivation of the use of SVM
is the research of the probabilistic limits which reduce to
the maximum the classification error. The goal of such a
learning technique is to model the probabilities of member-
ship of an object to a class, but this approach consists in
determining the borders between the discriminating classes
and surfaces. The data of the whole of training closest to the
hyperplane which separates the classes are called: vectors of
support. There are two versions of the SVM: the linear SVM
whose vectors of supports make it possible to discriminate
the classes by defining a linear border of the decision and
nonlinear SVM adapted to the classes whose separation can-
not be linear without transformation of the space of repre-
sentation (using kernel functions). Numerous SVM versions
have been developed, we mention:

The first work was done by Syed et al. [35] who proposed
to learn new data, do keep in addition to these, the sup-
port vectors identified during the earlier phases of learning
without retaining the data themselves since support vector
perfectly summarize the data already learned.

Ruping [31] proposes an incremental SVM algorithm that
aims to manage all support vectors incrementally. When a
new training data is misclassified or inside margin, the sepa-
rator is recalculated based on support vector and this new
point.

Ralaivola and dAlché Buc [29] propose an incremen-
tal version of SVM’s. They see SVM as a combination of
experts, where each expert is a support vector. The kernel
used is a Gaussian kernel or other kernel based on the notion
of the neighborhood, the area of influence of a support vec-
tor is significant only in a neighborhood close to him. Upon
the arrival of a new instance, it is not necessary to question
the set of all support vectors, but only those whose influence
in another example is the strongest.

In 2001, Cauwenberghs and Poggio [3] designed an exact
on-line algorithm for incremental learning SVM, which
updates the decision function parameters when adding or
deleting one vector at a time.

A proximal SVM (PSVM) proposed by Fung and Man-
gasarian [8]. The basic idea is to use PSVM hyper-plane
border examples around this hyperplane will be retained.
Upon the arrival of a new example, the authors calculate the
distance between the hyperplane and the new border, if it is
close, it will be added (add new examples) and removes old
examples, which makes incremental SVM.

In 2003, Diehl and Cauwenberghs [6] improve the pre-
vious work and presented a framework for exact SVM
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incremental learning, adaptation and optimization, in
order to simplify the model selection by perturbing the
SVM solution when changing kernel parameters and doing
regularization.

Loosli [19] shows that SVM has the ability to handle
large databases online. This study is based on the enrich-
ment of the learning initial bases by introducing variability
models applied to these bases. Require that the SVM to learn
new examples follow the same distributions as the examples
already learned because the changes introduced by the new
instance are local.

We synthesize the principal incremental supervised
learning algorithms described above in Table 1, we choose
a set of criteria used usually in any comparison between the
classifiers:

4 Incremental learning and pattern
recognition

In the last years, we have noticed that there are many appli-
cations in the field of pattern recognition using incremental
learning. We now discuss some of the most common incre-
mental supervised pattern recognition approaches.

Déniz et al. [5] propose an algorithm called: IRDB (Incre-
mental Refinement of Decision Boundaries). The main char-
acteristic of this algorithm is the use of a combination of
classification results and its incremental nature, in contrast
to a practical systems simple combination rules which are
used as a combination rule: the mean, the maximum or the
majority vote rules. IRDB use two classifiers: the Nearest
Neighbor (NN) classifier and the SVM (Support Vector
Machines) classifier, with radial basis function kernel.

Maridziuk and Shastri [22] propose a new approach ICL
(Incremental Class Learning) which is a supervised learn-
ing procedure for neural networks. This approach attempts
to address the catastrophic interference problem and at the

same time offers a learning framework that promotes the
sharing of previously learned knowledge structures.

Toh and Ozawa [36] propose an intelligent face recogni-
tion system which contains two features: one-pass incremen-
tal learning and automatic generation of training data. They
use a neural network called Resource Allocating Network
with Long-Term Memory (RANLTM), to realize efficient
incremental learning without suffering from serious forget-
ting. In the face detection system, face localization is con-
ducted based on the information about skin color and edges
in the first stage. Then, facial features are searched for within
the localized regions using a RAN, and the selected features
are used for in the construction of face candidates. After the
face detection, the face candidates are classified using RAN-
LTM. The recognition performance evaluation shows that
accuracy improves without increasing the false-positive rate
even if the incremental learning proceeds. This fact suggests
that incremental learning is a useful and efficient approach
to face recognition tasks.

Ozawa et al. [26] propose a new approach to build adap-
tive face recognition systems in which a feature space and a
classifier are incrementally trained. To learn a feature space
incrementally, the authors adopt an extended version of
Incremental Principal Component Analysis (IPCA) in which
the augmentation of feature space dimensions is determined
based on the accumulation ratio. When the feature space
dynamically changes over the learning stages, the inputs
of a neural classifier must also change in their values and
the number of input variables. To adapt to the evolution of
the feature space, an extended model of Resource Allocat-
ing Network (RAN) called RAN with Long-Term Memory
(RAN-LTM) is adopted as a classifier, and they propose an
efficient way to reconstruct RAN-LTM after updating the
feature space.

Erdem et al. [7] propose a new incremental method
(SVMLearn++) using an ensemble of SVMs trained with
Learn++ learning rule. SVMLearn++ with two different

Table 1 Comparison between the incremental supervised learning methods

Classifier used Decision tree

Neural networks SVM

Type of learning Incremental supervised learning

Type of input parameters Numeric

Selection of attribute more discri-
minant

Strict
Satisfied the incremental learning? Yes

Parameters to be chosen

Type of classification

Advantages The simplicity of comprehension
and interpretation-
Disadvantages Some concepts are difficult

Incremental supervised learning Incremental supervised learning

(learn++, SApIN)
Numeric Numeric

The rule combination of classifiers The zone of the influence is the

hyper-plane border
Strict Strict
Yes Yes

Resistance to noise data Strong mathematical foundations

The absence of a systematic
method

High calculation time
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kernel functions has been tested on one real-world dataset
and one benchmark datasets.

Zhao et al. [38] propose SVDU-IPCA algorithm like any
incremental learning algorithm do not need to recompute the
eigendecomposition from scratch. The aim of this work is to
carry out an error analysis of the proposed IPCA algorithm,
using a mathematical derivation. The proposed SVDU-IPCA
algorithm provides the maximum error when evaluation the
batch-mode PCA. It contains an easily extended to kernel
space an IKPCA algorithm is also presented.

Prudent [28] works on two contributions: the first is PAO,
an unsupervised neural network that uses a hybrid approach.
This system was applied to the recognition of handwritten
letters, it has a good performance but the PAO learning capa-
bilities were not really exploited. The second contribution
concerns the Learn++ algorithm. The prudent contribution
was considered intermediate between the two ones: he pro-
posed a new learning algorithm for the construction of a
topological map to incrementally extract the data topology.
This algorithm, called Incremental Growing Neural Gas
(IGNG) introduces the probability notion of the existence
of neurons and connections. This concept allows managing
the relevance of a neuron in the arrival of a new example. He
proposed another algorithm named: SApln using data topol-
ogy provided by the IGNG to sample training dataset and
create several training subsets used to train several classi-
fiers. SApln is more efficient and better manage incremental
learning that Learn++.

Ghassabeh and Moghaddam [9] apply the new IFR
(Incremental Face Recognition) system based on new adap-
tive learning algorithms and networks. This system can be
summarised in two stages: (1) image preprocessing, which
include normalization, histogram equalization, mean center-
ing and background omission and (2) adaptive LDA feature
evaluation. The new IFR system was considered as a combi-
nation of a new adaptive 1/2 network in cascade with APCA
network. All input images are cropped and prepared for the
IFR system. Simulation results demonstrate the effectiveness
of the proposed system for the adaptive estimation of feature
space for online face recognition.

Huang et al. [13] employ an incremental learning algo-
rithm to adjust a boosted strong classifier to online samples.
The beginning of this algorithm is the modification of the
likelihood of each category. The input of this algorithm is
the observation (instance) space and the output is the pre-
diction space. The proposed incremental learning algorithm
takes Real AdaBoost with domain-partitioning weak hypoth-
eses. It achieves the same level of classification accuracy
in both offline testing set and online testing set without
any offline sample and is more robust against ill conditions
caused by the improper choice of online reinforcement ratio.
It has two properties: the competence and stable offline esti-
mation method based on Nave-Bayes-like factorization, and
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global optimization of the central hybrid objective loss func-
tion by means of parallel updating of all weak hypotheses.
The results experiments show that this incremental approach
helps and performs and still maintains good generalization
ability for the common environments (such as CMU frontal
face testing set). It is not only extremely important for prac-
tical applications in diverse real-life environments but also
theoretically meaningful in adaptive learning field.

Hulley and Marwala [14] propose a method of Incre-
mental Learning Using Genetic Algorithm (ILUGA) using
a binary SVM classifier that is trained to be strong classifiers
using a genetic algorithm. Each of the classifiers is opti-
mized using GA to find the optimal separating hyperplane.
This is done by finding the best kernel and the best soft
margin.The voting weights are then generated by GA using
the strong classifiers.

Luo et al. [21] propose a version of incremental SVM
to place recognition, which allows the memory to increase
control as the system maintains achieving new data. This
method consists to (a) forget the oldest support vectors to
regard the newest data when updating the decision function,
(b) recognize if a new database contains new information
or not. Experiments results show that this method achieves
recognition performances statistically equivalent to those of
the batch algorithm while obtaining a memory reduction.
Regardless of the algorithm complexity, updating the inter-
nal representation at every incremental stage is computation-
ally expensive.

Ozawa et al. [25] present Chunk IPCA, an incremental
learning scheme in which the extended IPCA algorithm is
used for eigenspace learning and the combination of ECM
(Evolving Connectionist Model) and K-Nearest Neighbor
(K-NN) method is adopted as classifier learning. This learn-
ing scheme gives a new concept for pattern recognition sys-
tems: feature selection and classifier learning are simulta-
neously carried out online. The experimental results show
that Chunk IPCA learns major eigenvectors without serious
approximation error and that a designated accumulation ratio
is maintained by increasing new Eigen-axes automatically.

Reddy et al. [30], an incremental action recognition
approach was proposed based on the feature tree, which
increases in size when additional training instances become
accessible. It requires to store all the seen training instances
in the form of a feature tree. The authors, propose to use in
the first time, the SR-tree (sphere/rectangle) to generate the
feature-tree using the features (spatiotemporal Dollar fea-
tures) of the identified training examples. Instead of divid-
ing the high-dimensional feature space by hyperplanes as
is done in previous tree techniques, the feature points are
organized into regions in the feature space, which are speci-
fied by the intersection of a bounding sphere and bounding
rectangle. SR-tree can keep on smaller region volume to
contribute disjoint regions and larger diameter to support
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fast range and NN search in high-dimensional space. In the
recognition phase, they extracted features from an unknown
action video and classify each feature into an action category
using SR-tree. The recognition of the action needs to adopt
by a simple voting method by counting the labels of the
features.

Zou et al. [39] propose an SVM’s incremental learning
algorithm based on the filtering fixed partition of the data
set. The authors present “Two-class problems” algorithm
and generalize it to the “Multiclass problems” algorithm.
The experimental results show that the proposed incremen-
tal learning technique can greatly improve the efficiency of
SVM learning and SVM incremental learning cannot only
ensure the correct identification rate but also speed up the
training process.

Almaksour [1] propose Evolve++, an incremental
approach to learning classifiers based on first-order Tak-
agi—Sugeno (TS) fuzzy inference systems. This approach
includes, on the one hand, the adaptation of linear conse-
quences of the fuzzy rules using the recursive least-squares
method, and, on the other hand, incremental learning of the
antecedent of these rules in order to modify the member-
ship functions according to the evolution of data density in
the input space. With this approach, the recognition system
is able to learn new forms from very limited data, it can
further adapt and improve for each new example available.
The proposed method, Evolve++ solves the problems of
instability incremental learning of such systems through a
global learning paradigm where the premises and conclu-
sions of rules are learned in SIF system synergy and not
independently. In the second contribution, they propose the
automatic generation of artificial data to accelerate the learn-
ing of new symbols. This generation technique is based on
Sigma-lognormal theory, which proposes a new representa-
tion space of handwritten forms based on neuromuscular
modeling of writing mechanism.

Mohemmed et al. [23] evaluate the feasibility of SPAN
learning (an incremental learning algorithm based on tempo-
ral coding for Spiking Neural Network SNN) on the MNIST
database (classifying images of handwritten digit dataset).
The reason in using SNN is that these last uses spikes to
communicate, where data is encoded in the time of the
spikes that make it be suitable for spatial-temporal data pro-
cessing and the data in SPAN method is coded into the pre-
cise time of the spikes. The first stage in the learning process
is to convert the images into spike patterns using the Virtual
Retina VR -a software simulator that transforms image/video
input into spike patterns. The generated patterns are used to
train a single layer of SPANSs for classification. The MNIST
is a non-linear dataset which guarantees that the different
spike pattern classes have more complicated inter/intraclass
characteristics, i.e., patterns that belong to the same class are
varied and there is overlap between different classes, giving

a clear indication of the feasibility of SPAN learning for
practical applications. The results experiment encouraging
considering the SPAN learning for practical temporal pattern
recognition applications.

Kawewong et al. [16] propose an incremental framework
for learning on indoor scene categories. This framework
supports the incremental interactions with humans which
provide feedback to the system for extended learning at any
time. It is based on the proposed n-value self-organizing
and incremental neural network (n-SOINN), which has been
derived by modifying the original SOINN to be appropriate
for use in scene recognition. The proposed n-SOINN-SVM
performs fast incremental learning which makes it fit the
framework. It offers a high accuracy on par with that of SOA
method while being capable to learn additional feedback
from human experts.

Molina et al. [24] propose an incremental learning ensem-
ble algorithm using support vector machines (SVM) tackling
this problem by employing multimodal MR images and a
texture-based information strategy. The proposed system
integrates anatomic, texture, and functional features. The
dataset was preprocessed using B-Spline interpolation, bias
field correction and intensity standardization. First- and
second-order angular independent statistical approaches
and rotation invariant local phase quantization (RI-LPQ)
was used to quantify texture information. An incremental
learning ensemble SVM was implemented to suit working
conditions in medical applications and to improve effective-
ness and robustness of the system.

Lu et al. [20] present a new recognition system for detec-
tion of abnormal human actions from camera-based real-
time scene monitoring, using an incremental SVM classi-
fier. In this system, first, feature extraction and selection are
implemented based on color and texture features (appear-
ance of the person). They segmented each body of each per-
son into three parts (head, top, and bottom), and these last
of each silhouette, color, and texture features are extracted
in the video sequences and then a set with 93 features is
formed; then they applied a method to reduce the features
space to obtain the best set. Second, they introduce the incre-
mental SVM technique to recognize a person because the
classes (persons) are not completely known at the beginning
and the classical SVM cannot treat this case.

Bai et al. [2] describe how to build an incremental struc-
tured part model for object recognition. The proposed
method analyzes the global structural information and
multiple local attributes of objects for object model charac-
terization. They use segment models to represent structure
nodes, which cover the local information of an object. The
segments are attained through segmentation and clustering
method and are used to build the segment models in terms
of multiple factor fusion and multi-class SVMs. The struc-
tured part model is then assembled by interacting different

@ Springer
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segments through a deformable configuration. Addition-
ally, they introduce an incremental learning strategy, which
learns a part model by using only a small number of train-
ing samples. Explained images with high entropies are used
to update the trained model. The benefit of this method is
that it apprehends the inherent connections of the semantic
parts of objects and characterizes the structural relationships
between them.

Liu [18] proposes a novel incremental learning frame-
work based on deep neural networks (DNN’s) to solve the
task of image classification. The basic idea is to use the
trained network parameters with low-resolution images to
improve the initial values of network parameters for images
with high resolution. There are two solutions to implement
this idea: one is to use the networks with scaled filters when
the size of filters in deep networks is extended by upscaling
parameters from the previously trained network with lower-
resolution images. The other is to add convolutional filters
to the network. The advantages of this method are: that a
pre-trained model can be used as the initialization of other
networks to shorten the training time, the time-consuming
training of large-scale datasets, e.g. ImageNet dataset, is a
disturbing problem. The incremental learning method can
achieve superior efficiency for training without sacrificing
any accuracy and performance can slightly improve the
efficiency and performance through incremental learning
methods.

Zribi and Boujelbene [40] use the incremental neural
networks as a tool to detect human and technical errors of
diagnostic of breast cancer. This incremental method help
to improve the correct diagnostic in this domain, it allows
classifying a mass in the breast (benign and malignant) using
a selection of the most relevant risk factors and decision
making of the breast cancer diagnosis.

Han et al. [12] propose a novel Incremental Boosting
CNN (IB-CNN) to integrate boosting into the CNN via an
incremental boosting layer that selects discriminative neu-
rons from the lower layer and is incrementally updated on
successive mini-batches. In addition, a novel loss function
that accounts for errors from both the incremental boosted
classifier and individual weak classifiers was proposed to
fine-tune the IB-CNN. Experimental results on four bench-
mark AU databases have demonstrated that the IB-CNN
yields significant improvement over the traditional CNN.

Hacene et al. [11] introduce a novel incremental algo-
rithm based on pre-trained CNNs (Convolutional Neural
Networks) and associative memories to classify images.
The first ones use connection weights to process images,
the second one uses the existence of connections to store
them efficiently. This combination of methods allows learn-
ing and processing data using very few examples, memory
usage, and computational power.

@ Springer

Lawal and Abdulkarim [17] present an adaptive SVM for
the classification of data streams. They proposed an incre-
mental learning-model selection (IL-MS) method for SVM,
where they introduce the idea of incremental k-fold cross-
validation to allow the incremental tuning of the hyper-
parameters of the SVM in order to guarantee the effective-
ness of the SVM while exploiting newly acquired streams
of training data. The IL-MS was tested on the problem of
online spam email filtering and human classification in video
streams.

Sarwar et al. [33] develop a Deep convolutional neural
network (DCNN). For learning a new set of classes, they
form a new network by reusing previously learned con-
volutional layers (shared from the initial part of the base
network) followed by new (added) trainable convolutional
layers towards the later layers of the network. The shared
convolutional layers work as fixed feature extractors (learn-
ing parameters are frozen) and minimize learning overhead
for a new set of classes. The error resilience property of
neural network ensures that even if we freeze some of the
learning parameters, the network will be able to adapt to it
and learn.

5 Discussion

Based on this short and selective survey of incremental
supervised techniques for pattern recognition, we make the
following observations:

e most incremental supervised techniques have been tested
in the area of face recognition;

e performances of these techniques are great in terms of
recognition accuracy, like the study of Zribi and Boujel-
bene [40], where obtained recognition accuracy achieves
99.95%;

e most studies enhance in SVM and Artificial Neural Net-
work versions compared to the decision tree;

e we remark that the current research trend is the combina-
tion of incremental learning and deep learning;

e deep learning is a technology that continues to mature
and has clearly been applied to pattern recognition to
great effect;

e deep learning is more usable in image recognition;

e we have identified the domain application, a dataset of
each approach with the methods of comparison, these are
seen in Table 2;

e Table 2 summarizes the sorted works in chronological
order.

We observed in Table 2, that the combined incremen-
tal algorithms provide the good results compared to other
methods like:
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e the incremental algorithm of Ozawa et al. [26] that com-
bines the Incremental Principal Component Analysis
(IPCA) and Resource Allocating Network with Long-
Term Memory (RAN-LTM) and gives a recognition
accuracy =97%;

e the SVDU-IPCA algorithm of Zhao et al. [38] uses the
IPCA algorithm, and an IKPCA algorithm with a recog-
nition accuracy =93%;

e an Incremental Learning algorithm [14] using Genetic
Algorithm (ILUGA) and a binary SVM classifier is
trained to be strong classifiers using a genetic algorithm
with the overall accuracy of 93% and 94%.

We have found that incremental neural networks also give
good recognition rates compared to other supervised learn-
ing algorithms, we identify:

e an ICL (Incremental Class Learning) approach for neural
networks [22], the accuracy =93:13%;

e the incremental learning algorithm SPAN [23] is used for
spiking neural networks, the average accuracy =92%;

e the proposed incremental Artificial Neural Network
method of Zribi and Boujelbene [40] with the classifica-
tion accuracy =99.95%.

6 Conclusion and perspectives

In the context of incremental learning, we have presented,
in this article, an introductory study of the main incremental
supervised algorithms that could be found in the literature.
We have identified the basic concepts of incremental learn-
ing and we have presented an overview of supervised meth-
ods and algorithms of incremental learning. We noticed the
lack of contributions developed in this area and their orienta-
tion towards certain types of classifiers and we studied and
synthesis different recent work in this context.

This study is the first step of our research for which we
can consider several future extensions such as exploring the
possibilities of hybridization between different incremental
learning approaches and their application in evolving pattern
recognition systems.
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