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 Electricity demand is globally increasing throughout the world, giving rise to many other 

renewable energy sources such as solar and wind energy. Therefore, to efficiently manage 

grid-connected wind power farms, precise wind forecast is very useful and necessary. This 

paper seeks to find out the most appropriate discrete wavelet transform (DWT), combined with 

artificial neural networks (ANN), for wind speed forecasting. Wavelet decomposition is 

applied to obtain a smoothed wind speed signal for more accurate prediction through neural 

networks. Wind speed data of three cities from the northern Africa region are employed, 

namely Annaba, Sidi Bouzid and Tetouan located in Algeria, Tunisia and Morocco 

respectively. The obtained simulation results show that the Daubechies wavelet db4 with 5-

level decomposition outperforms all other standard wavelets in terms of wind speed 

forecasting accuracy. 
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1. INTRODUCTION 

 

Today renewable energies occupy a very important place in 

electrical energy production. Among them, wind energy which 

is growing considerably and continuously during recent years 

[1]. having several advantages, such as mitigation of climate 

change, reduction of energy dependence, and contribution to 

sustainable progress of many developing countries, the 

installation estimation, throughout the world, of this kind of 

energy will achieve approximately 800 GW by the end of 2021 

[2].  

However, due to the irregular nature of wind energy 

production, its incorporation into the conventional electrical 

power system requires several technical and economic 

challenges [3-5]. To deal with the intermittency and 

randomness of wind energy conversion, forecasting 

techniques, over an extended period of time, are required [5]. 

Various forecasting approaches, including physical, statistical, 

intelligent and hybrid methods have been proposed [1-3, 5, 6]. 

Although physical methods are effective in predicting the 

dynamics of the atmosphere, this method require a large 

amount of numerical weather forecast data such as 

temperature, humidity, speed, pressure, topological 

parameters, etc. This results in accumulation of data and this 

method need large computational time to correlate these data 

in order to forecast the wind speed. Due to this limitation, these 

methods are not suitable for short-term forecasting horizons; 

therefore， these approaches are best suited for medium-term 

and long-term wind speed forecasting [2, 7, 8]. 

The statistical methods, relatively simple with respect to 

physical methods, involve time series analysis based models.  

These models can be linear as well as non-linear in nature. 

These techniques are, generally, useful if one is interested in 

very short-term and short-term forecasts [1, 7, 8]. However, 

most of the existing statistical approaches for renewable 

energy forecasts are formulated as linear models that limit 

their ability to deal with more challenging prediction problems 

with longer forecasting time horizons [7]. 

Intelligent methods, based on artificial intelligence (AI), are 

getting more and more attention in prediction issues and wind 

speed forecasting problems. These models can implement the 

wind speed high precision prediction adopting some new 

intelligent modeling algorithms, such as the Support Vector 

Machine (SVM) and the various Artificial Neural Network 

(ANN) models, etc. [2, 5, 6]. 

For the hybrid methods, they may combine physical with 

statistical techniques or use a combination of different 

intelligent approaches, etc. [8, 9]. In addition, and as far as the 

intelligent and hybrid methods are concerned, several 

techniques have been proposed recently. these techniques may 

include K–Nearest Neighbor prediction method (KNN), 

Autoregressive Moving Average (ARMA) and Support vector 

machine (SVM) models, genetic algorithm (GA), fuzzy logic 

based methods, artificial neural network (ANN), and wavelet 

transform (WT) based techniques [1, 5, 8, 10, 11]. Moreover, 

combinations of two or more machine learning techniques 

may be employed to enhance the forecast and prediction 

accuracy [1, 9, 10, 12-16]. More specifically, wavelet 

transform combined with neural networks and other intelligent 

algorithms have been successfully applied in several relevant 

works related to wind speed forecasting. To forecast the short-

term wind speed, Meng et al. [16] proposed a hybrid predicting 

scheme based on wavelet packet decomposition and artificial 

neural networks optimized using crisscross algorithm. Liu et 

al. [17] suggested a short-term wind speed forecasting 

approach mixing discrete wavelet transform (DWT) with 

support vector machine (SVM) whose parameters are adjusted 

and optimized by genetic algorithm. In their study, DWT is 

employed to decompose the wind speed signal into two 

components, an approximation signal to keep the major 

fluctuations and a detail signal to remove the inherent random 

volatility. The hybrid scheme [18], consisting of the 

combination of the discrete wavelet transform (DWT) db4 and 

neural networks optimized by the particle swarm optimization 
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(PSO) algorithm. Prema et al. [19] proposed a hybrid Neuro-

wavelet wind speed predictor. The discrete wavelet transforms 

db1, db2 and db3 were used to filter out the high frequency in 

the wind speed data, thus obtaining a smoother signal in order 

to enhance the forecasting accuracy. Then, the filtered data is 

used to train the neural network for the prediction process. 

Because it presents a good compromise between wavelength 

and smoothness, many authors have used the db4 wavelet for 

short-term prediction of electricity demand and prices as well 

as for wind speed forecasting [18, 20-25]. In all these relevant 

works, it can be, unfortunately, noticed that the choice of db4 

for time series prediction has not been based on performance 

comparison against all other existing wavelets. Using 

Artificial Neural Networks (ANN) for prediction, this work 

aims at conducting a thorough investigation in order to identify, 

among all the existing orthogonal discrete wavelets, the 

optimal wavelet best adapted to wind speed forecasting.  

The remainder of this paper is structured as follows. Section 

2 describes the discrete wavelet transform (DWT) used for 

data decomposition. Some details about the artificial neural 

networks (ANN) structure, applied in the prediction process, 

are explained in Section 3. Section 4 is devoted to the 

employed hybrid forecasting scheme based on DWT and ANN. 

The obtained simulation results are presented in Section 5. 

Finally, some concluding remarks are given in Section 6. 

 

 

2. DISCRETE WAVELET DECOMPOSITION 

 
The wavelet transformation is a mathematical tool used to 

split a continuous-time signal into different scale components. 

Two main decomposition algorithms are widely applied:  

Continuous Wavelet Transformation (CWT) [11] and Discrete 

Wavelet Transformation (DWT) [1]. The CWT is formalized 

as follow [10]. 
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where, ( )x t  represents the signal to be analyzed, and , ( )a b t is 
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parameter b :  
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*(t) denotes the complex conjugate of (t). 

Generally, the DWT uses discrete 2 ja =  and .2 jb k=  as 

follows [26]: 
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In order to efficiently implement the DWT, Mallat has 

developed a recursive and computationally efficient approach 

known as Mallat multiresolution algorithm [18]. Therefore, 

the signal to be analyzed is passed through several filters 

having different cutoff frequencies at different scales. 

Practically, the Mth level DWT decomposition of a sampled 

signal 1 2 3( ) ( , , ..., )Nx t x x x x=  is computed by passing the 

signal through M low-pass (h) and high-pass (g) filters, 

resulting in one approximation coefficient vector Am and M 

detail coefficient vectors Dm respectively  (m: decomposition 

level; 1mM). 

This multiresolution analysis, illustrated in Figure 1 for 

three-level decomposition, may be expressed by:  
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where, aM,n and dM,n are, respectively, the approximation and 

detail coefficients of the wavelet expansion. The functions 

m,n(t)=2m/2(2mt-n) and m,n(t)=2m/2(2mt-n), forming an 

orthogonal basis, are dilated and translated versions of the 

scaling and wavelet functions (t) and (t) respectively [26]. 

The parameter m is a scale factor and the signal is decomposed 

over a set of dyadic scales ranging from an initial scale m=1 

up to a defined scale m=M. It can be shown that the 

decomposition coefficients can be recursively calculated by a 

pair of low-pass and high-pass digital filters whose impulse 

response are h[n] and g[n], respectively [27]: 
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Which represent the multiresolution decomposition 

algorithm. 

 

 
 

Figure 1. Wavelet decomposition 

 

Without loss of information, the reconstruction of the signal 

is obtained by adding up the decomposed components of the 

original signal: 

 

1 1 2 2 1 3 3 2 1x A D A D D A D D D= + = + + = + + +           (5) 

  

In this work, and aiming at finding the best orthogonal 

discrete wavelet, several wavelet families have been tested, 

namely the Daubechies (db1-db10), symlet (sym1-sym10) and 

coiflet (coif1-coif5) wavelets. 

 

 

3. ARTIFICIAL NEURAL NETWORKS (ANN) 
 

The Artificial neural networks (ANN) are commonly 

known to be a powerful alternative technique to handle non-

linear problems such as time series forecasting [2, 9, 18]. A 

neural network (NN) is a mathematical model that attempts to 

mimic the functionalities of biological neural networks. It is 

made up of a number of interconnected neurons akin to 

biological brain cells. Commonly, neural networks have three 

layers: an input layer, one or more hidden layers, and an output 
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layer, where each layer is fully connected to the next layer 

through interconnection weights wij as shown in Figure 2. In 

neural networks, in order to estimate future values, a time 

series data is fed to the network to, properly, train the neurons 

through adjusting the weights wij.  

In this work, a multi-layer perceptron (MLP) feedforward 

networks composed of two hidden layers, implemented in 

MATLAB and trained using Levenberg-Marquardt (trainlm) 

algorithm are employed, where past values of wind speed are 

used to predict the future value. The transfer functions used for 

the hidden and output layers are tangent sigmoid 'tansig' and 

Log sigmoid 'logsig', respectively.  

 

 
 

Figure 2. Example of a neural network 

 

 

4. OVERVIEW OF THE FORECASTING PROCESS 

 

To test the adopted wind speed forecasting procedure, daily 

wind speed data covering the twelve years from 2007-2018 for 

the three regions Annaba, Sidi Bouzid and Tetouan have been 

obtained from the website [28].  

Commonly, data preprocessing is very important to enhance 

the wind speed forecasting precision [17]. In this work, the 

speed time series data is preprocessed as: 

(1) From the collected speed data, the average daily speed 

are computed. 

(2) Outlier data points are detected and removed for better 

training of the neural network and, hence, high prediction 

accuracy. 

(3) Wavelet transform is applied to preprocess the wind 

speed signal to get rid of the random fluctuation inherent to the 

wind speed. 

For the three datasets, associated to the three regions, eleven 

years 2007-2017 have been used to train the neural network 

while the remaining year 2018 is used for testing the NN. 

Based on the multiresolution analysis, a DWT, using 

practically all the existing orthogonal wavelets with different 

decomposition levels, is applied to each available daily time 

series.   

Using the NN as predictor, it has been found that the 5-level 

decomposition, adopted in this work, outperforms all the other 

levels in terms of prediction accuracy. Figures 3 and 4 

illustrate for the year 2018 for Annaba city, respectively the 

daily wind speed data and the 5-level decomposition which 

generates 5 detail coefficients D1, D2, D3, D4 and D5 and an 

approximation coefficient A5. To highlight the benefit of the 

use of the discrete wavelet transform, it is noteworthy that the 

approximation coefficient A5, illustrated in Figure 4, exhibits 

a smooth curve with a slow variation which is very appropriate 

for prediction. Moreover, calculating the energy of the 

coefficient A5, it can be easily verified that it represents most 

of the energy of the signal with nearly 91% of the total energy 

of the wind speed time series data. 

 
 

Figure 3. Daily wind speed data for year 2018 in Annaba 

 

 
 

Figure 4. 5-level decomposition of daily wind speed data of 

Annaba for year 2018 

 

 
 

Figure 5. Architecture of wavelet-based ANN model 

 

For the employed hybrid forecasting scheme, employing the 

DWT and a NN as depicted in Figure 5, the following points 

are considered: 

A sliding window of size 5w = , representing the number of 

previous daily average wind speeds (days: d, d-1, d-2, d-3, d-

4 and d-5) used to predict the next (sixth day) day (d+1) 

average wind speed. 

Each approximation and detail coefficients, and A5, has its 

own neural network as shown in Figure 6. All the six networks 

consist of five inputs, one output and two hidden layers having 

10 neurons each. 
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From the twelve years 2007-2018 of collected daily wind 

speed, a dataset of size 4375 samples is obtained, from which 

4015 (years 2007-2017) and 360 (year 2018) data samples are 

respectively used for training and testing the network. 

 

 
 

Figure 6. ANN structure for estimating Di(d+1) with i=1,2,3, 

4, 5and A5(d+1) 

 

This paper proposes a hybrid model based on the 

combination of the best (discrete) wavelet techniques (DWT) 

and neural network (WNN) to predict the wind speed of the 

next day using a database of wind speed spotted on 13 years.  

To justify the accuracy and performance of any predictive 

model, several error measures are used. In this paper, the 

forecasting performance of the employed scheme is measured 

using the root mean square error (RMSE) and the mean 

absolute percentage error (MAPE) described by Eqns. (6) and 

(7), respectively [1]: 

 

𝑅𝑀𝑆𝐸 = √
∑ (𝑥𝑖−𝑥𝑖)2𝑁

𝑖=1

𝑁
                        (6) 

 

𝑀𝐴𝑃𝐸 =
100%

𝑁
∑ |

𝑥𝑖−𝑥𝑖

𝑥𝑖
|𝑁

𝑖=1                      (7) 

 

where, 𝑥𝑖  and �̂�𝑖  represent the measured and estimated wind 

speed data respectively. 

 

 

5. SIMULATION RESULTS AND ANALYSIS 

 

The employed hybrid forecasting structure includes a DWT 

transformation with a neural network for wind speed data 

prediction. In order to evaluate the effectiveness of the 

considered scheme for finding out the best wavelet, the 

following steps are executed: 

(1) The daily wind speed data series, for all the years 2007-

2018, are transformed using 5-level decomposition DWT to 

obtain the approximation coefficient A5 and the five detail 

coefficients {D1, D2, D3, D4, D5}. 

(2) Once the six neural networks are properly trained, and 

using the sliding window w=5, estimates of the approximation 

coefficient  Â5  and the five detail coefficient

 1 2 3 4 5
ˆ ˆ ˆ ˆ ˆ, , , ,D D D D D  are computed. 

(3) The wind speed data sequence for the year 2018 is 

estimated:  

 

x̂ = Â5 + D̂1 + D̂2 + D̂3 + D̂4 + D̂5             (8) 

 

where, 1 2 3
ˆ ˆ ˆ ˆ ˆ( , , ,... )Nx x x x x=  is the estimated wind speed data 

series. 

(4) To select the best wavelet in terms of prediction 

accuracy, the two adopted error criteria are computed. 

(5) Steps 1-4 are executed for the three regions using all the 

considered wavelets. 

 
Table 1. The RMSE and MAPE values for the three regions 

using a 5-level DWT decomposition 

 

 ANNABA SIDI BOUZID TETOUANE 

 RMSE MAPE RMSE MAPE RMSE MAPE 

db1 0.6578 0.1274 0.5147 0.1440 0.9747 0.1477 

db2 0.2299 0.0525 0.1943 0.0668 0.3813 0.0614 

db3 0.1994 0.0466 0.1753 0.0640 0.3484 0.0562 

db4 0.1612 0.0371 0.1265 0.0471 0.2576 0.0451 

db5 0.2330 0.0570 0.1871 0.0677 0.3328 0.0625 

db6 0.2471 0.0593 0.2251 0.0861 0.4101 0.0756 

db7 0.1891 0.0444 0.1946 0.0705 0.3616 0.0615 

db8 0.2499 0.0593 0.2040 0.0715 0.3586 0.0642 

db9 0.2281 0.0542 0.2005 0.0752 0.4036 0.0688 

db10 0.2054 0.0507 0.1717 0.0673 0.3287 0.0595 

sym1 0.6562 0.1312 0.5139 0.1427 0.9663 0.1457 

sym2 0.2361 0.0536 0.1841 0.0631 0.3315 0.0538 

sym3 0.1894 0.0440 0.1573 0.0546 0.3509 0.0611 

sym4 0.1763 0.0424 0.1494 0.0535 0.2859 0.0481 

sym5 0.1759 0.0419 0.1545 0.0537 0.2979 0.0494 

sym6 0.2018 0.0500 0.1743 0.0665 0.3472 0.0572 

sym7 0.1979 0.0467 0.1504 0.0568 0.3573 0.0574 

sym8 0.1948 0.0458 0.1875 0.0653 0.3492 0.0603 

sym9 0.2055 0.0462 0.1778 0.0644 0.3557 0.0595 

sym10 0.1988 0.0479 0.1724 0.0603 0.3468 0.0588 

coif1 0.1797 0.0409 0.1396 0.0481 0.3362 0.0564 

coif2 0.2324 0.0591 0.2216 0.0783 0.3723 0.0649 

coif3 0.1819 0.0441 0.1569 0.0555 0.3113 0.0535 

coif4 0.1520 0.0356 0.1364 0.0475 0.3013 0.0493 

coif5 0.1454 0.0339 0.1317 0.0450 0.2804 0.0488 

 

 
 

Figure 7. Measured and estimated wind speed using the db4 

wavelet with 5-level decomposition for Annaba region 

 

 
 

Figure 8. Measured and estimated wind speed using the db4 

wavelet with 5-level decomposition for Sidi Bouzid region 
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Figure 9. Measured and estimated wind speed using the db4 

wavelet with 5-level decomposition for Tetouane region 

 

First of all, by conducting a thorough investigation using all 

the wavelets and the three regions, it has been found that the 

fifth decomposition level gives practically the best results in 

terms of wind speed prediction accuracy. Note that, for each 

simulation execution using a specific wavelet, and in order to 

avoid the effect of random initialization, the neural network 

training process is repeated 100 times and the best results are 

considered. Table 1 reports the RMSE and MAPE error values 

for the three considered regions using the Daubechies, symlet 

and coiflet orthogonal wavelet families. From the obtained 

simulation results, the coif5 shows the best performance for 

the region of Annaba. Yet, the db4 outperforms, globally, all 

the tested wavelets for the three regions in terms of forecasting 

accuracy. To further show the efficiency of the employed 

forecasting model, the predicted and the measured wind speed 

data, using the db4, for the three regions are illustrated in 

Figures 7-9. It is clear that the predicted speed data obtained 

through the proposed hybrid DWT-ANN method are in good 

agreement with the actual speed data for practically the whole 

year 2018. Also, the suggested scheme is able to predict wind 

speed with significant accuracy showing the least (RMSE, 

MAPE) values of (0.1612, 0.0371), (0.1265, 0.0471) and 

(0.2576, 0.0451) for the regions of Annaba, Sidi Bouzid and 

Tetouane, respectively. 

 

 

6. CONCLUSION 

 

Wind speed forecasting plays a significant role in power 

generation planning and optimization of wind farms. Thus, 

many techniques relevant to wind speed prediction, have been 

proposed, where it has been shown that their forecasting 

effectiveness depends greatly on the data preprocessing step. 

In this sense, this works aims at forecasting the average daily 

wind speed using a predicting scheme based on discrete 

wavelet transform (DWT) associated with Artificial Neural 

Networks (ANN). The DWT, employed to preprocess the 

signal, decompose the time series into a set of sub-series to 

boost further the prediction accuracy. Thus, many wavelet 

families, including Daubechies, Symlet, and Coiflet discrete 

wavelets have been tested. To assess the performance of the 

proposed scheme, wind speed data collected from three 

regions, namely Annaba, Sidi Bouzid and Tetouane from 2007 

to 2018, have been used. After a thorough analysis, the 

obtained results show that, when using ANN for prediction, 

the db4 wavelet with a 5-level decomposition is the most 

appropriate wavelet for wind speed forecasting in the three 

considered regions. Also the proposed scheme exhibits high 

precision and accuracy for one day ahead wind speed 

forecasting in terms of RMSE and MAPE index errors. 
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