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ABSTRACT : Dissolved gas analysis (DGA) is still one of the most popular techniques for diagnosing transformer 

faults by adopting it as a primary technique for early detection of faults and increasing the reliability of the electrical 

system. This paper proposes an efficient fusion method based on DGA data using the two best algorithms accuracy, 

the neural network (MLP), the naïve bayes (NB) through ppm input vectors and percentages. The fusion method has 

predictively combined the two classifiers and obtained a higher accuracy than both of them, which reached 95.83%. 

This indicates that the proposed method is effective and promising for diagnosing faults in power transformers. 
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1. INTRODUCTION 

    Power transformers are among the most important units that are continuously monitored to 

ensure the quality of their work in the power system, and their failure means the failure of the 

system and leads to a catastrophe in transmission across networks [1]. Transformer failures result 

in thermal and electrical stresses, and this causes the oil to decompose, which leads to oxidation 

from the insulating oil, the most important of which are Hydrogen (H2), Methane (CH4), Ethane 

(C2H6), Ethylene (C2H4), Acetylene (C2H2), carbon monoxide (CO), carbon dioxide (CO2) 

[2].There are many ways to analyze these gases and the common approach is Dissolved Gas 

Analysis (DGA) [3]  

 

    The dissolved gases analysis is considered a diagnostic tool with an acceptable efficiency and is 

recognized by the international committees for diagnosing thermal and electrical faults resulting 

from oil or paper [4] .Based on the concentration of dissolved gases, rules and methods have been 

relied upon to simplify the concept of the relationship of gas to the expected fault [5]. 

For DGA analysis, methods for diagnosing faults in power transformers are necessary. At present, 

there are traditional methods represented in Dornenburg method [6], Rogers four ratios, IEC 60599 

code methods [7], Duval triangle [8],pentagon [9] [10],The traditional methods are not accurate 

enough to know the type of fault, so they are weak and suffer from decision-making, but by turning 

to artificial intelligence, diagnosing faults for transformers has become available and with high 

mailto:a.hechifa@univ-skikda.dz
mailto:a.lakehal@univ-soukahras.dz
mailto:r.kelaiaia@univ-skikda.dz


The 4th International Conference on Electromechanical Engineering (ICEE2022) 

December 13-14, 2022 

سكيكدة  - 1955أوت  20جامعة   

  

reliability. The methods represented are: neural networks [11] , fuzzy logic [12], support vector 

machines [13] , k-nearest neighbor [14], and Bayesian networks [15].  

In this paper, both the neural network algorithm and the naive theory were presented using different 

input vectors and the method of Fusion them to diagnose the six power transformer faults using the 

KNIME analytics platform. 

Where this paper presented as follows, starting with the methodology, by describing data, faults of 

transformers and various input vectors. The results of the proposed model were discussed and the 

input vector was chosen with the highest accuracy in order to combine the two algorithms and 

achieve better accuracy of the model. The results were presented. Finally, the conclusion is a brief 

explanation and interpretation of the results and a look at the promising fusion method in 

diagnosing faults in power transformers.  

2.METHODOLOGY 

2.1. Data Description: 

Data collection is the first and most important step for each study, as it is an integral part of the 

work, thanks to which we can increase the life of all machines by diagnosing and predicting their 

faults. This data was collected from this study [16], which consists of (240 samples), including 

(129) electrical fault samples and (111) thermal fault samples, which in turn are divided into six 

faults as follows: partial discharges (PD=27 cases), low energy discharges (D1=42 cases), high 

energy discharges (D2=55 cases), thermal faults < 300 ◦C (T1=70 cases), thermal faults of 300 ◦ 

C to 700 ◦C (T2=18 cases), and thermal faults > 700 ◦C (T3=28 cases), where 70% was used for 

the training process (168 samples) and 30% for the testing process (72 samples). 

2.1.1. Data Preparation: 

To ensure the quality of any data mining process, the data must be processed by changing the input 

vectors and data format to facilitate dealing with them. This process is the most important step to 

increase the accuracy of the model. In this study, original data (ppm) input vectors and data input 

vectors were used in the form of percentages, as shown in corresponding Table1 

 

Data Format 

input vectors (ppm) 𝐻2 

𝐶𝐻4 

𝐶2𝐻6 

𝐶2𝐻4 

𝐶2𝐻2 

input vectors (Percentage) ] 𝐻2/ (Total Gases) [× 100%  

] 𝐶𝐻4/ (Total Gases)  [ × 100% 

] 𝐶2𝐻6/ (Total Gases)  [× 100% 

] 𝐶2𝐻4/ (Total Gases)   [ × 100% 

] 𝐶2𝐻2/ (Total Gases)  [ × 100% 

(Total Gases) = 𝐻2 + 𝐶𝐻4 + 𝐶2𝐻6 + 𝐶2𝐻4 + 𝐶2𝐻2 
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3.Classification Algorithms: 

3.1. Neural Network (MLP) 

 Artificial Neural Networks Neural networks are a symmetric processor that has great 

interconnectedness because it is an advanced and efficient algorithm for solving problems of data 

shortage and interference. Neurons are the basic base of neural networks, as they are inspired by 

the human brain, which consists of complex neurons and a lot of neutrons. [17]. 

 The Multilayer Perceptron (MLP) are described as the most powerful and effective neural 

networks in dealing with data. They are among the category of supervised neural networks, 

depending on the expected outputs of machine learning [18]. On the other hand, the neural network 

(MLP) algorithm consists of three main layers, The input layer is the connection of the data input 

vector to the network, The hidden level varies from one algorithm to another according to the 

sensory cells, The output layer is the processing of data for the input vector through the sensory 

cells and directing it through its activation function, which is represented by [19] . 

𝑦𝑖 = 𝑓 (∑ 𝜔𝑖𝑗𝑥𝑗 + 𝜃𝑖

𝑛

𝑗=1

) 

𝑥𝑗: is the 𝑗th input of the 𝑖th neuron. 

𝜔𝑖𝑗: is the weight from the 𝑗th input to the 𝑖th neuron. 

𝜃𝑖: is called the bias of the 𝑖th neuron. 

𝑦𝑖: is the output of the 𝑖th neuron. 

The corresponding Figure 1 represents the classified neural network (MLP) architecture, which 

consists of three layers, the input layer, the hidden layer, and the output layer. 

 
Figure 1 The architecture of the MLP-based classifier 
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3.2. Naïve Bayes (NB) 

The naïve  bayes is a classification algorithm inspired by the Bayes theorem. The principle of its 

work is based on the probability and statistical methods presented by the British scientist Thomas 

Bayes, which establish independent values based on what is before it [20]  . Since this algorithm 

assumes all variables are independent of class values, this tends to be absent in real life, so it has 

been called naive and most importantly, it learns quickly [21]. The Bayes Theorem algorithm has 

the advantage of being a classifier for different objects, and the posterior probability equation can 

be described as follows [22] : 

𝑃(𝐴|𝐵) =
𝑃(𝐵|𝐴)𝑃(𝐴)

𝑃(𝐵)
 

 𝑃(𝐴|𝐵) is the posterior probability of A under condition B.  

 𝑃(𝐴) is the prior probability of A. 

 𝑃(𝐵|𝐴) is the posterior probability under condition A. 

 𝑃(𝐵) is the prior probability of B. 

The posterior probability can also be represented as: 

𝑃𝑜𝑠𝑡𝑒𝑟𝑖𝑜𝑟 =
𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑 × 𝑝𝑟𝑖𝑜𝑟

𝑒𝑣𝑖𝑑𝑒𝑛𝑐𝑒
 

The principle of the naïve bayes algorithm can be illustrated through a simplified diagram and how 

to classify things, Figure 2 illustrates the basic structure of a naïve bayes. 

 
Figure 2 simplified diagram of the naïve bayes algorithm 

4. MODEL EVALUATION 

In the science of data mining, there is a reliable way to measure the accuracy of data so that the 

data enables us in documentation support systems, which is a confusion matrix consisting of several 

terms to evaluate the performance results represented in True Negative (TN), False Positive (FP), 

True Positive (TP), and False Negative (FN) [23] . 

The accuracy is a percentage for evaluating the model, by which the efficiency of the algorithm is 

known, and it is as follows: 

Accuracy =
TN+TN

TP+TN+FP+FN
× 100% 
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5.RESULTS AND DISCUSSIONS 

To evaluate the effectiveness of the proposed model for both ppm and percentage input vectors, a 

data set consisting of 240 samples was used, which are as follows: 160 samples for training and 70 

samples for testing. Where this paper represents one of the most powerful and accurate algorithms, 

namely, the naive rule and neural networks in diagnosing transformer faults, which in turn, their 

predictions were combined through ensemble learning to increase the accuracy of the model, using 

the KNIME analytics platform. Figure 3 represents the proposed model structure. 

 
Figure 3: Flowchart of the proposed model. 

The KNIME analytics platform environment allows engineers to develop and implement 

algorithms in a short time through a group of interconnected nodes, each of which performs a 

specific function and enables the expert to enter, output and modify data [24]. Figure 4 represents 

the proposed model and prediction Fusion with a simplified explanation of the steps. 

✓ Data pre-processing: Data is entered by the reader node, which scans the input file to 

determine the number and types of columns, Then the duplicate rows node removes all the 

repeating Rows From the input table and then processes the missing values. 
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✓ Training and testing the model: first, the data is divided into training and testing by the 

Partitioning node, the model is trained and tested by the node (Learner and Predictor) 

✓ Combined prediction: The predictions are collected first by the joiner node, which keeps 

the class and prediction columns, and the Prediction Fusion node is collected using the 

mean predictions of both naive bayes (NB) and neural network (MLP) algorithms. 

✓ Evaluation: The proposed model is evaluated by Confusion matrix and classifier accuracy. 

 

Figure 4: The proposed model using Prediction Fusion to combine predictions of 

different classifiers . 

 It was noted from the table  1  that the highest accuracy is always when using a percentage input 

vector for both (MLP) and (NB) algorithms, respectively 93.06%, 91.67%, so the predictions for 

both will be compiled using percentage input vectors. 

Table 1 shows accuracy results for both classifiers using the proposed input vectors. 
 

 input vectors 

(ppm) 

input vectors 

(Percentage) 

MLP 
80.56% 93.06% 

NB 
62.50% 91.67% 
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Confusion matrix is one of the most important tools for evaluating model accuracy between fault 

actual and prediction results (PD=1, D1=2, D2=3, T1=4, T2=5, T3=6) for the input vector as 

percentages. 

Figure 5 The horizontal cells in blue slashes indicate the number of correctly categorized data, 

and the rest of the cells indicate the incorrectly categorized data by the proposed model. Figure 

5.A shows that the faults were correctly rated for PD, D1, T1 and T2, while the D2 fault was 

classified three times as D1 and once as T3 and the fault T3 was classified once as D1. Figure 5.B 

shows that the faults were correctly rated for PD, D1, T2, and T3, but the D2 fault was 

incorrectly rated twice T1 and once T3 and the T1 fault was incorrectly rated once PD, once D2 

and once T2. 

 
(A) Confusion matrix (MLP) Input vector percentages 

 

 

(B) Confusion matrix (NB) Input vector percentages 

Figure 5: Confusion matrix Model 
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    Through the confusion matrix, it is clear that there is a difference in the predictions for each of 

the two classifiers, meaning that each algorithm is effective in predicting a specific fault. Hence 

the idea of compiling the predictions based on the strengths of both classifiers. Where the results 

of Prediction Fusion showed that when compiling the predictions, they depend mainly on the mean 

of the predictions. For example, when Predict (1) for the neural network (MLP) algorithm, the 

value was 0.985 and for the naïve bayes (NB) algorithm, the value was 0.984, i.e. by summing the 

mean of the two values, we get 0.99 and thus the result is included as Class (PD=1) and so on for 

all classes. The corresponding table   2  shows how to integrate the mean predictions of the proposed 

model. 

Table 2 Fusion prediction using mean in KNIME analytics platform. 

 classes 

 PD=1 D1=2 D2=3 T1=4 T2=5 T3=6 

weight 1 Predict(1) 

MLP 

Predict(2) 

MLP 

Predict(3) 

MLP 

Predict(4) 

MLP 

Predict(5) 

MLP 

Predict(6) 

MLP 

1 Predict(1) 

NB 

Predict(2) 

NB 

Predict(3) 

NB 

Predict(4) 

NB 

Predict(5) 

NB 

Predict(6) 

NB 

After performing the fusion method, the accuracy of the proposed model was improved, as shown 

in the corresponding table 3. 

Table 3 Clarification to improve the accuracy of the proposed model. 

 MLP NB MLP with NB 

input vectors 

(Percentage) 

93.06% 91.67% 95.83% 

Figure 6 shows the confusion matrix for fusion classifiers and improving predictions for the six 

different faults (PD=1, D1=2, D2=3, T1=4, T2=5, T3=6). PD, D1, T1, T2, and T3 are all correctly 

classified except for D2, which is incorrectly classified twice as D1 and once T3. 

 

Figure 6: Confusion matrix (MLP) with (NB) Input vector percentages 
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Figure 7 shows bar graphs of the accuracy ratios, respectively, from the accuracy of the classifiers 

to the compilation of predictions and the improvement of the proposed model. 

 

 

Figure 7: The different accuracy values obtained . 

6. CONCLUSION 

This paper proposes a promising technique for DGA data diagnostics using Fusion predictions for 

classification algorithms of both neural network (MLP) and naïve bayes (NB). The workflow for 

this paper was as follows First, by comparing the proposed input vectors, the preference for both 

classifiers was for the input vector in percentages, where in neural network (MLP) the diagnostic 

accuracy was 93.06%, and in the naïve bayes (NB) it was 91.67%, and when using the fusion 

method, the accuracy became 95.83% and a better result was obtained. This technique relied on 

the majority of votes by combining the mean predictions of the two algorithms and improving the 

efficiency of the model in diagnosing power transformer faults. 
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