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One-Way Delay Measurement From Traditional Networks to
SDN: A Survey
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We expose the state of the art in the topic of one-way delay measurement in traditional and in software defined
networks. A representative range of standard mechanisms and recent research works, including OpenFlow
and P4 based schemes, are covered. We classify them, discuss their advantages and drawbacks; and compare
them according to their application environment, accuracy, cost and robustness. The discussion extends to
the reuse of traditional schemes in SDN and the benefits and limitations of latter with respect to reducing
the overhead of network wide measurements. We conclude with a summary of learned lessons and open
challenges for future work.
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1 INTRODUCTION
This survey is motivated by the relevance of the one way delay (OWD) and the recent advances
in the techniques that measure it, especially in datacenters and software defined networks (SDN).
Measurement is a fundamental building block of network management which is in general lagging
behind other areas of networking research [71]. In particular, there is a big need for network delay
measurement as it is of major importance to:

• Network equipment vendors who must comply to strict specifications about the router
forwarding delay, for instance, to implement Fast Channel Change for IPTV or ensure a high
Quality of Experience (QoE) for VOIP in residential and business gateways.

• Network managers who exploit the delay information for various tasks, such as: traffic
engineering, load balancing, routing, anomaly detection (identifying high latency causes
[96]), security analysis (e.g., detecting Denial of Service (DoS) attacks [57]), Quality of Service
(QoS) provisioning and Service Level Agreement (SLA) validation.

• Delay sensitive applications which experience failure or degradation of their performance
when the delay is high. Usage scenarios include: interactive applications such as e-learning
and videoconferencing [16]; and real-time applications in the fields of: the internet of things
(IoT) [29], high-performance computing and high frequency trading [45].
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• An important family of transport protocols that depend on the delay as an early signal of
congestion to optimize their throughput (e.g., Swift [47] and TCP-LP [2]); or to back-off and
avoid delaying other flows (e.g., LEDBAT [76]).

• Anew type of Active QueueManagement (AQM) disciplines that aim at solving the bufferbloat
problem [31]). For instance, Controlled Delay (CoDel) [65] limits the time spent by packets
in the routers buffers.

• Analytics servers that are fed with delay information coming from streaming telemetry. They
use it, for instance, to train neural networks [28] for the prediction of the average the delay
and for routing optimization.

The topic of OWD measurement gained attraction over time thanks to the wide expansion of
the Internet, the advent of faster networks and the spread of time sensitive applications. However,
in some cases the OWD was estimated by measuring the round trip time (RTT) and halving it.
Such a trivial approach does not give an accurate result when the forward delay is different from
the backward one, which is the case when there is asymmetry in: routing [67], queuing [3] and
link speeds (e.g., Asymmetric Digital Subscriber Loop (ADSL)). Therefore, many research works
concentrated on the measurement of the OWD using other approaches.
Another motivation of this survey is the lack of a recent literature review dedicated to OWD

measurement, especially in SDN. As we will show in the related works (Section 3), the existing
surveys about networkmetricsmeasurement put the emphasize on traffic statistics. That is collecting
packet and byte counters at the flow and port levels. However, time-dependent metrics like the
delay are more challenging to measure. Moreover, the per-flow delay is harder to estimate compared
to the aggregate delay since the number of flows can be quite large. For instance, up to 100 K flows
for a switch forwarding 1.2 Tbps of traffic [40].
SDN offers new ways to measure the delay and further possibilities to exploit this information,

thanks to their logically centralized control and their programmability. The measurement of many
interacting flows in traditional IP networks is usually run by the end hosts independently. This
might cause a high overhead on the network while the benefit (of knowing the delay) is limited
to these end hosts only. By contrast, estimating such flows delays in a centrally controlled and
scalable way should lower the network overhead and generalize the information benefit.

Beyond the problem of time synchronization between the vantage points, the estimation of the
OWD raises the general issue of trade-off between the measurement overhead and its accuracy. In
particular, the forwarding nodes usually have limited high speed memory and processing power
to carry on the measurement at high line rates. For instance, they do not necessarily implement
hardware packet timestamping, nor support natively multiplication and division instructions [8]
required for the calculation of the average OWD. Additionally, the communication channel between
these nodes and the control and management ones can become a performance bottleneck in the case
of high streaming telemetry. The latency of this channel might also influence the results accuracy
if it is involved in the measurement process. Furthermore, there is the issue of granularity, that is
the ability to zoom-in on the delay at the packet and flow level; and express such requests easily in
network monitoring queries.
We classify OWD measurement into active and passive schemes; and analyze and compare

them – where relevant – according to the following usage criteria: applicability, accuracy, cost
and robustness. The applicability determines in what type of network a technique can be used.
Particularly, it specifies what portions of the network are assessed and what is exactly measured.
We denote this information as the delay structure. The accuracy is expressed in terms of the relative
error in measurement ( |𝑡𝑟𝑢𝑒 𝑣𝑎𝑙𝑢𝑒 − 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑 𝑣𝑎𝑙𝑢𝑒 |/𝑡𝑟𝑢𝑒 𝑣𝑎𝑙𝑢𝑒). The cost includes any special
hardware required by a technique along with its storage, processing and network overhead. The
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cost determines also the scalability of a technique. The robustness concerns the correct handling
of the network effects (asymmetry, packet loss, reordering and duplication), which could bias the
results.

The contributions of this paper include:

• An detailed analysis of OWD measurement techniques in traditional IP networks and their
comparison with respect to the previous usage criteria (Sections 4.1 and 4.2).

• A study of SDN architectural elements relevant for OWD measurement (Section 5.1).
• A thorough review of OWD measurement schemes in SDN (Sections 5.2 and 5.3) and also
their comparison according to usage criteria (Section 5.4).

• A discussion and comparison of OWD measurement schemes between traditional networks
and SDN (Section 5.5).

• A summary of learned lessons and a list of original insights into future research works
(Section 6).

Before detailing our subject, we clarify the terminology used throughout this article in Section 2,
then we review the related works and define the scope of this survey in Section 3.

2 TERMINOLOGY
The IETF adopted a standard definition of the one-way delay (OWD) in RFC 2679 [41]. We draw
on this definition which we summarize as: the duration required for a packet to completely travel
between two hosts in a network, measured at wire-time from the transmission of the first bit to the
reception of the last one. Considering wire-time over host-time has the advantage of excluding any
extra latency induced by the hosts, especially if the packets timestamps are captured in software.
The terms delay and latency are often used interchangeably in the literature. Throughout this

survey, we use the term delay in short to refer to the one-way delay unless explicitly specified.
We reserve the term latency to point out any undesirable extra delay introduced by a network
component even if it is unavoidable.

The OWD can be decomposed into four parts: processing, queuing, transmission and propagation
delays [12]. The first two components are variable whereas the second two are deterministic,
i.e., they remain constant for a fixed path and packet size. Many measurement techniques rely on
this decomposition. They try to isolate the deterministic delay from the variable part either to
measure the delay itself or estimate the clock skew between network nodes.

The processing time is usually negligible compared to the three other components, therefore it
can be ignored. The transmission latency is determined by how fast the bits are serialized on the
communication medium. It depends on the traversed links speeds and is also negligible for rates
above 10Mbps. The delay of propagation, which happens at the speed of the electromagnetic wave
in the given environment, can be ignored too, except for long distance links. The queuing latency
is the most complex component of the delay as it varies with the traffic load and the capabilities of
the forwarding nodes.
In terms of network coverage, the delay can be measured between: end hosts, any two nodes

or adjacent nodes. In the latter case, we talk about link delay or one hop delay interchangeably.
Link delay includes the processing and queuing latencies of the source node, in addition to the
transmission and propagation delays. It is useful to knowwhen debugging the network performance,
for instance to pinpoint the origin of delay spikes. Conversely, the applications are more interested
in the end-to-end one-way delay [48]. In contrast to the previous IETF network-centeric definition
of the OWD, the end-to-end delay includes in addition the source host processing time, so what is
measured is closer to what is experienced by the end user. Nonetheless, the end-to-end OWD is
also used by the network operators and vendors to refer to the first definition above.
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The end-to-end OWD is very often considered at the flow level. A flow is typically defined by the
five-tuple formed by: the protocol, the ports and the IP addresses of the source and the destination
[27]. Multiple flows belonging to different applications can share the same path or segment in a
network (i.e., a traffic mix). Conversely, one flow can take different paths due to load balancing
techniques like equal cost multipath routing (ECMP). In this context, it is important to distinguish
per-flow end-to-end delay from close but different metrics such as flow duration (which is also
referred to as flow completion time) and path delay.

On the one hand, a flow duration is the period between the beginning of transmission of its first
packet and the end of the reception of its last packet. This metric can be measured approximately
in traditional networks by subtracting the flow start time from its finish time. For instance, such
times are captured by NetFlow [18] in the records of the first and the last switches of the path.
Flow duration is proportional to the end-to-end delay but can not be used to estimate it directly.
Nonetheless, the flow start time at different switches along the path is used for this purpose by
some of the works reviewed here.
On the other hand, the path delay between end hosts can be used to express the mean time

needed for packets belonging to a certain flow to reach one node from another. But it can also refer
to the OWD at the aggregate level, that is the average delay of a mixture of flows co-existing on
the same path. The distinction is in the granularity. In general, different flows on the same path can
have distinct delay properties, since they can traverse separate priority queues. Moreover, flows
belonging to the same QoS class or even the same application type can have individual average
delays different from their mean aggregate delay. This is due to their burstiness [50] or to the
heterogeneity of their statistical behavior (e.g., video with different activity levels) [80].
Finally, we do not consider per-packet delay separately from the per-flow delay. Estimating a

flow’s mean delay resorts to measuring the delays of all of its packets or at least a sample of them.
Some applications like DNS query and real-time bidding depend on the delay of one lonely packet
[49]. Additionally, if the packets of one flow are load balanced across multiple paths, the delay of
each sub-flow can be considered independently. In general there is no temporal delay correlation
across paths [73, 74]. Nevertheless, load balancing using multipath routing is rarely performed at
the packet level. Instead, it is done on a per-flow or per-destination basis [5].

3 RELATEDWORK AND SCOPE
There is an exhaustive literature about the topic of one-way delay measurement, including some
review papers. In the following, we investigate the works that are close to ours and emphasize the
difference with them. Then we draw the limits of our survey in the scope subsection.

3.1 OWDmeasurement in traditional networks
The tutorial from Svoboda et al. focuses on the definition of packet delay and its influencing factors
[82]. They propose a well defined methodology to measure the delay using active, passive or hybrid
approaches. In the case of active measurement, the attention is drawn to the careful selection of
the probes sizes and their distribution in time. Both parameters must be randomized to avoid any
possible bias. This tutorial serves as good introduction to the issue of delay measurement with
few illustrations from wireless cellular networks. Therefore it is not meant to review the related
research works thoroughly.
The survey by Bajpai and Schönwälder addresses delay estimation as one among many topics

covered by internet performance measurement platforms and standards [7]. Hence, they considered
few delay measurement examples in a brief way (OWAMP and RIPE TTM). Unlike ours, their goal
was to illustrate and not to cover a broad multiplicity of works.
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The surveys from Devito et al. [23] and Orgerie et al. [66] concentrated on the usage of GPS,
PTP, NTP and TSCclock [90] to measure the delay. However both surveys did not consider the
techniques that do not require clock synchronization. The latter approximate the delay after the
detection and removal of clock skew from traffic traces. They are covered as part of the broad time
synchronization topic by Wang et al. [91], Shin et al. [77] and Chefrour [15].
Many OWD measurement techniques bypass the issue of time synchronization altogether.

They use the clock of one network node only (e.g., RTT based and cyclic paths schemes) or
consider the delay within one forwarding node (e.g., RLI). To the best of our knowledge, there is no
comprehensive survey that reviewed such techniques, despite their numbers and the time elapsed
since their publication. Our survey fills this gap by covering a representative range of mechanisms
from all the classes mentioned above.

3.2 OWDmeasurement in SDN
Some literature surveys reviewed the network measurement mechanisms in SDN. They classified
them into different categories and highlighted their typical usage in network applications (e.g., traffic
load balancing and QoS provisioning). For instance, the review by Yassine et al. proposed an
interesting categorization of several SDN traffic measurement techniques [92]. This categorization
is based on the balance made between accuracy, on one side; and measurements overhead and
usability for real-time decision making, on the other side. Only one work among all the reviewed
ones concerns OWD measurement (i.e., OpenNetMon). However, it was not discussed with respect
to this metric. The review highlight was rather put on how OpenNetMon overhead is limited by
decreasing probing when the flow rates stabilize.
Akyildiz et al. addressed the topic of network monitoring as part of traffic engineering in SDN

[1]. They pointed out that SDN benefited from the flow statistics collection mechanisms developed
in the traditional IP networks (e.g., NetFlow and sFlow). But it suffered from their high overhead
on the controller in the case of large datacenter networks. This limit lead to the development of
new techniques that use adaptive polling or push based estimations. Nonetheless, the measurement
of time-dependent statistics was considered in this review as an open research challenge, though
some SDN works about the delay existed already.
The survey by Shu et al. organized SDN network measurement in three directions: network

parameters measurement, a generic measurement framework; and traffic analysis and prediction
[78]. The authors discussed examples of research works for all types of parameters with respect to
used mechanisms, overhead and precision. Once more, regarding the delay, only OpenNetMon was
reviewed. Similarly, Karakus and Arjan dedicated a section to network monitoring mechanisms
in their survey about Quality of Service in SDN [43]. Again, as far as the delay is concerned, only
OpenNetMon was discussed. It was deemed disadvantageous for the controller because of its
messages overhead.
The review from Tsai et al. [87] proposed a decomposition of network monitoring close to the

one from Shu et al. [78]. The authors compared SDN monitoring steps (i.e., measurement and
processing) with traditional IP networks; and showed that adaptability and flexibility of SDN can
improve monitoring tasks. The collected data usually includes byte and port counters used for
traffic engineering tasks. Although the reviewed works did not include the delay, flow management
in real time was mentioned as an open issue for future research.
To summarize, these surveys provided the overall picture of SDN traffic measurement. They

mostly covered volume statistics collection through OpenFlow (i.e., byte and packet counters at
port and flow levels). However, they did not provide a thorough review of the metrics that are more
difficult to estimate such as the delay. In perspective, our survey complements them by putting
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emphasize on one important metric, which is the one-way delay. We have not found any survey
dedicated to OWD measurement in SDN so far.

3.3 Scope of this survey
Our primary focus is one-way delay measurement in traditional and in software-defined networks.
We do not address this topic in the context of wireless networks because of the important number of
research works there. This is due in part to the grand variety of wireless technologies (e.g., Bluetooth,
WLAN, wireless sensors and cellular networks). Covering all of them requires a separate survey.

Many mechanisms among the ones we reviewed rely on network time synchronization between
the measurement points. However, we do not detail this topic here due to the extensive literature
that concerns it. We dedicated a separate survey for network clock synchronization; and the
detection and removal of clock skew from traffic traces [15].
Precising how applications and network operators would benefit from knowing the delay is

beyond the scope of this study. Moreover, we do not consider in this paper how the end-to-end
delay can be improved by using SDN compared to traditional networks. Some surveys about SDN
include examples of how it lowers the end-to-end delay. For instance, the survey from Hafeez
et al. [34] addresses the advantages of SDN enabled congestion control, which has a direct impact
on the queuing delay.

We do not cover other network performance metrics such as throughput, round trip time (RTT)
and jitter (delay variance). First, a flow throughput is easy to infer once its delay and its volume are
known. Second, RTT is easier to measure than the delay as it can be estimated by one node only.
Nevertheless, it does not highlight the difference between the forward and backward paths. Some
applications, like bulk data transfers and multimedia streaming, depend on the OWD more than
RTT. Last, jitter calculation is straightforward if the delay (at least the inter-packet one) is tracked
over a period of time. However, some applications are susceptible to jitter changes (e.g., VoIP and
multimedia streaming), but others are not (e.g., HTTP).

The interest in network delay does not stop in its measurement. It extends to modeling it for the
purpose of prediction, which is useful in QoS provisioning. We do not address delay modeling in
this paper as it mandates its own survey. Nevertheless, we will see in some of the reviewed works
that statistical models of the delay (e.g., Poisson and Gamma distributions) are used to infer its
variable part and to pace active probing.

4 OWDMEASUREMENT IN TRADITIONAL NETWORKS
The OWDmeasurement techniques in traditional IP networks have been classified in two categories:
active and passive based on whether they use test probes or not [82, 91, 97]. Hereafter, we review a
representative range of techniques from each category. We compare them using a rich table format
and discuss their relative advantages and limitations. Next, we consider how can we reuse them in
SDN.

4.1 Active OWDmeasurement
Active measurement relies on sending timestamped probes from a sender to a receiver. The stream
of probes is typically generated in a random way to avoid bias, following a Poisson [94], a Gamma
[6, 14] or a Geometric process [81]. Bias can happen if successive probes are separated in time by a
fixed interval and coincide with a periodic network activity (i.e., a phase lock). If the sender and
the receiver clocks are synchronized, each probe OWD is obtained by subtracting its reception
time from its transmission timestamp. Otherwise, some scheme is used to eliminate the clock offset
between the measurement points.
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Control-Client Fetch-Client

ReceiverSender

OWAMP-Control
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Fig. 1. Logical components of the One-Way Active Measurement Protocol (OWAMP) [94].

4.1.1 One-Way Active Measurement Protocol. The IETF standard methodology of OWD measure-
ment is defined in RFC 4656 about the One-Way Active Measurement Protocol (OWAMP) [94].
It builds on the OWD definition from RFC 2679 [41] and uses Poisson sampled probes. Figure 1
illustrates the logical components of OWAMP, which include in addition to the Sender and the
Receiver of the probes: a Control-client that requests the measurements, a Server that schedules,
starts and stops the test sessions; and a Fetch-client that collects the results. The latter components
communicate using the OWAMP-Control protocol layered over TCP. The dotted arrows in Figure 1
indicate an implementation dependent communication between the Server and the measurement
points. The dashed arrow indicates the OWAMP-Test protocol that defines the probes format over
UDP. It contains a timestamp and a sequence number, which is used to detect packet loss, reordering
and duplication.
The tools owping/owampd [39] provide a client server implementation of OWAMP. owping

implements the Control-client, the Fetch-Client and the Sender, while owampd hosts the Server and
the Receiver. Pathak et al. used these tools in the Internet to study delay asymmetries and reported
delays from tens to hundreds of milliseconds [67]. Other active measurement tools very close to
OWAMP, though prior to it, include Surveyor [42] and RIPE TTM [24]. The latter used Endace
DAG cards to capture the probes wire-times and obtain the ground truth of the OWD.

4.1.2 SLA Monitors. The SLA Monitor (SLAM) from [81] is an active probing tool that uses NTP
Stratum-0 synchronization and kernel level timestamping for OWD measurement. It follows a
methodology that differs from OWAMP in how the mean delay is calculated. SLAM models the
delay as a continuous function 𝑓 (𝑡), where 𝑓 is the probe OWD and 𝑡 its transmission time. It
divides the measurement period into adjacent sub-intervals containing each three probes: two
endpoints 𝑎, 𝑏 and a midpoint 𝑐 . The lengths of these sub-intervals ranging from 5ms to 500ms are
drawn from a geometric distribution. The delay of a sub-interval 𝑗 is calculated using Simpson’
numerical integration of the delays of its three probes (i.e., 1

6 (𝑓 (𝑎 𝑗 ) + 𝑓 (𝑏 𝑗 ) + 4𝑓 (𝑐 𝑗 ))). The delays
of all sub-intervals are weighed with their lengths and summed to obtain the total area under the
delay function. This total is divided by the number of the sub-intervals to yield the mean OWD.
SLAM gives a delay estimation more accurate than OWAMP when both are tested in the same
setup (with similar probe rates) and compared to the ground truth. The latter is obtained by passive
monitoring using DAG cards.
The Cisco IP SLAs feature also measures the OWD in both directions between a Source and a

Responder [19]. Both nodes add transmission and reception timestamps to the probes they exchange
and need to be clock synchronized with NTP. The Responder listens to control messages from IOS
SLA operations that specify the transport protocol (UDP or TCP) and port of the probes. These
control messages can use MD5 authentication for added security. The OWD measured by IP SLAs
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Fig. 2. Packet pair probing to assess queuing delay.

can be visualized and monitored for threshold violation via popular tools like Network Performance
Monitor and PRTG Network Monitor.

4.1.3 RTT based measurement. The OWD can be actively estimated without synchronizing the
sender and the receiver clocks. The most straightforward method to do so is to measure the RTT
based on the sender clock and halve it as done in NTP. However, this method is not accurate if the
forward and reverse paths are delay asymmetric. Choi and Yoo propose a scheme that overcomes
this limitation by measuring the RTT at both ends with a continuous message exchange [17]. The
sender transmits a new probe as soon as the ACK of the previous one is received and measures
the RTT from its side. The receiver measures also the RTT using its own clock by comparing
the transmission times of the adjacent ACKs. The forward and backward OWDs are then derived
analytically from the sender and receiver RTTs as the clock offset they contain is canceled in the
equations. A separate estimation of the initial forward delay is performed heuristically from the
first two exchanges to bootstrap the derivation. Such a step has a big impact on the accuracy of the
following estimations. Moreover, this method works only if the clock offset between the end points
is constant.

4.1.4 Packet pair technique. Another way of achieving active delay estimation without clock
synchronization is the packet pair technique from Lu et al. [57]. It transmits periodically a pair of
packets separated by a fixed time interval called intra-gap. This technique is based on the observation
that, for a fixed packet size and path, probes should experience the same deterministic part of the
delay. Hence, an arrival intra-gap that differs from the departure one indicates a discrepancy in
the variable part of the OWD, which is the queuing delay (see Figure 2). If the departure intra-gap
is large enough so that the two probes do not co-exist in the same queue at each hop, then their
queuing delays can be considered as independent random variables. Therefore, the probability
density function (PDF) of the queuing delay can be approximated. This is realized by performing
an iterative fast Fourier-to-time reconstruction algorithm on the measured intra-gaps. The mean
queuing delay over a period of measurement is then calculated as the expectation of its PDF.
However, this technique does not measure the deterministic part of the OWD.
For the evaluation of the packet pair method, the authors used an intra-gap of 5ms and an

inter-gap (i.e., departure interval between the probe pairs) of 14ms. In a simulated 10 hops LAN,
their method converges to the actual queuing delay (i.e., 86ms) after 10 iterations of the PDF
reconstruction algorithm. In a real campus LAN, the PDF reconstructions took 1.67 s on average
for queuing delays below 20ms.

4.1.5 Cyclic-path method. Gurewitz et al. propose a cyclic-path (CP) method for the estimation of
all the links OWDs in a network without clock synchronization [33]. CP measures first the link
OWD between each pair of neighbors in both directions using timestamped probes. It assumes that
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the network is not permanently overloaded and the clock offset is constant. Thus, the minimum
observed OWD for each link is considered as the deterministic delay inflated or deflated by the
neighbor’s relative clock offset. Second, the clock skew is removed from these measurements using
literature techniques. Lastly, the clock offsets are removed by solving a constrained optimization
problem. The constraints are derived from the observation that, along a cyclic-path, summing
the minimum measured links OWDs eliminates the clock offsets of their nodes and gives the
deterministic OWD of this path. That is the sum of the unknown variables representing these links
delays is equal to the known measured path delay. The set of constraints is constructed by finding
as many independent cyclic-paths as possible. In a connected network with V nodes and E links,
there are at maximum 𝐸 − (𝑉 − 1) independent cycles. They can be formed by finding a spanning
tree and building cycles using links inside and outside this tree. The complexity of this operation is
𝑂 (𝐸𝑙𝑜𝑔(𝑉 )), but it happens only once if the topology does not change.

The authors propose two objective functions for the optimization problem. The first is the
least square error (LSE) method that consists of minimizing the error between the real links
delays and their estimates. The second is the maximum entropy (ME) method, which is based
on a probabilistic model of the link deterministic delay. It estimates the probabilities of finding a
hypothetical probe packet that is hopping randomly in the network on each directional link. This
probability is proportional to the link deterministic delay. The longer the delay of a link, the higher
the probability to find the packet on that link. Given the lack of knowledge about the real delays,
the least biased estimation of the corresponding probabilities is provided (according to information
theory) by the maximum entropy probability distribution [33].
Regarding the variable part of the delay, the authors consider that it has the same distribution

of the initial OWD measurements but shifted with a constant. This constant is composed of the
deterministic part of the delay and the constant clock offset. In the simulation based evaluation of
the cyclic-path method, the authors assumed that the delay follows an Erlang distribution. They
used 20 nodes connected with a mixture of symmetric and asymmetric 102 links and eight NTP like
probes per link. The deterministic OWDs of the asymmetric links are estimated by both objective
functions (LSE and ME) in a way much better than the simple halving of RTT. ME gives slightly
superior results than LSE with a maximum absolute error of 2ms for random delays. Nevertheless,
the cyclic-path method cannot estimate the OWD between any two nodes separately. It is unsuitable
for online measurements because it does not yield an instantaneous result.

4.1.6 Constrained cyclic-path method. Vakili and Gregoire propose an improvement of the previous
method to reduce its time complexity and increase its accuracy, especially if the network nodes are
far apart (e.g., transatlantic links) [88]. In addition, this improvement can also measure the OWD
between two nodes without mapping the delays of all the links in a network. This is achieved by
using more constraints for the original cyclic-path LSE optimization problem. These constrains are
obtained by measuring four types of delays: (i) the RTT between the two measurement points, (ii)
the RTT between each one of them and a third node, (iii) the RTT of a cyclic-path formed by all
three nodes and (iv) the transmission delay between the measurement points in both directions
by using the packet pair technique (with an intra-gap of 0.1 s). The measurement of the RTTs is
carried in small time intervals (i.e., around 200ms) where the clock skew is negligible, whereas the
measurement of the transmission delay assumes a constant clock skew of 1 part per million (ppm)
in average.
On the one hand, limiting the cyclic-path to a third-party node reduces the time complexity.

On the other hand, the constraints based on the transmission delay increase the accuracy of the
solution further than using constraints derived from the propagation and the processing delays.
This is due to the fact that the former delay is asymmetric while the latter two are not. Moreover,
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to avoid the effects of queuing delay on the result of the packet pair technique, two interleaved
pairs with different probe sizes are sent instead of one pair. Compared to the previous technique,
the better accuracy of this one comes at the cost of an increased number of probes and a longer
convergence. The transmission delay of tens of milliseconds magnitude is estimated correctly after
tens of seconds of calculation. Hence, this technique too is not suitable for online measurements.

4.1.7 Reference Latency Interpolation. Lee et al. propose a method called Reference Latency In-
terpolation (RLI), for the per-flow forwarding delay measurement inside and between adjacent
routers [50]. It is based on the observation that packets from different flows exhibit an important
temporal similarity within short queue bursts (below one second). Therefore, the router measures
only a reference stream of packets that are closely spaced in time with the target flow. Then it inter-
polates the measurements linearly to obtain the flow’s forwarding delay. The reference packets are
timestamped probes injected between the router ingress and egress ports. They would experience
the same treatment as the regular packets. The delay obtained inside the router is composed of the
processing and queuing latencies and does not need time synchronization. Additionally, RLI can
be implemented between adjacent routers synchronized with PTP to obtain the link delay, which
includes the transmission and the propagation latencies.
RLI probes rate is adapted dynamically according to the link utilization. The estimation of

the latter requires a byte counter per port, whereas the interpolation of the delay requires three
hardware counters per flow. The reference probes’ overhead is below 0.1% at low link utilization
and decreases further when the latter grows. However, RLI does not give the end-to-end OWD as
individual router delays are not easily summable. This is because none of the sender, the receiver
and the individual routers knows the path of the flow. The latter might even change if multipath
routing is used. Moreover, deploying RLI at all the routers along a path has an important cost.

4.1.8 Comparison and Discussion. We compare the OWD active measurement techniques above
with respect to: delay structure, probing process and accuracy; and cost in Tables 1, 2 and 3,
respectively.

The test probes used by active techniques constitute an additional load on the network. So their
size and pace must be chosen carefully to avoid a negative impact on other network traffic [6].
Particularly, for long distance links, the transmission delay is relatively smaller than the propagation
one and contributes little to the overall delay. Hence, the packet size can be small if active probing
is used [81].
Concerning the accuracy of a technique, although we use its relative error as an indicator, it

should be considered only in the context of a given delay structure and magnitude. The latter
depends on the type and the topology of the network where the measurement occurs; and on the
traffic patterns that materialize there. Some of the reviewed works confirmed that the relative error
varies when these parameters change (e.g., SLAM and CP).

The cost of a technique includes also any special hardware that it requires for time synchro-
nization and stamping (e.g., GPS receivers or router modifications); and its time complexity. If the
complexity is not constant, the technique will require a certain time to converge and therefore
needs to be considered carefully for online use.
Owping, Surveyor, RIPE TTM and the packet pair technique include all a sequence number in

their probes. While this has a negligible cost, it allows at the same time the assessment of packet
loss, reordering and duplication. In addition, it makes the delay measurement itself robust to such
network effects.

The OWD obtained with active probing is meaningful for one type of traffic only, i.e., the probes
type. It cannot be generalized to different classes of application traffic. Furthermore, active probing
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Table 1. The delay structure of OWD active measurement techniques in traditional networks

Technique Test Network (speed) Coverage Components

Owping Internet (PlanetLab n/r) end-to-end total
Surveyor Internet (T3 54Mbps) end-to-end total
RIPE TTM Internet (n/r) end-to-end total
SLAM Fast LAN (OC3 155Mbps) end-to-end total
RTT based NS2 (ADSL 1280/128 Kbps) end-to-end total
Packet pair NS2 & Campus LAN (100Mbps) end-to-end queuing
Cyclic-path Simulated WAN (n/r) all links deterministic
Constrained CP NS2 (ADSL 464/123 Kbps) per link total & transmission
RLI YAF simulator (10Gbps∗) per hop processing + queuing
Legend: ∗=with a CAIDA real traffic trace from an OC-192 10Gbps Tier-1 ISP link

Table 2. The probing and accuracy of OWD active measurement techniques in traditional networks

Probing Accuracy

Technique Process Rate (pps) Size (bytes) Delay (ms) Error

Owping Poisson 10 per path ≥ 14 > 10 n/a
Surveyor Poisson 2 per path 40 > 60 n/a
RIPE TTM Exponential 0.025 per path 128 > 150 0.2% ∗

SLAM Geometric 0.048 per path 100 ∼ 40 0.3% ∗

RTT based Fixed 2 per RTT 40 250 0.5% ∗

Packet pair Fixed 2 × 50 per path 60 86 2% ∗

Cyclic-path Fixed 8 per link 48 10–40 n/r
Constrained CP Fixed 40 per link 107 100 1%
RLI Adaptive 0.1% of link usage n/r 0.1–30 < 11%
Legend: pps=packet per second, n/a=not available, n/r=not reported,
∗=approximated from absolute error

Table 3. The cost of OWD active measurement techniques in traditional networks

Technique Synchronization Timestamping Time Complexity

Owping NTP kernel 𝑂 (1)
Surveyor GPS kernel 𝑂 (1)
RIPE TTM GPS user space 𝑂 (1)
SLAM NTP Stratum 0 kernel 𝑂 (1)
RTT based not needed user space 𝑂 (1)
Packet pair not needed not needed 𝑂 (𝑁𝑙𝑜𝑔(𝑁 ))
Cyclic-path not needed user space 𝑂 (𝑁 )
Constrained CP not needed user space 𝑂 (𝑁 )
RLI not needed hardware 𝑂 (𝐵)
Legend: 𝑁=# probes, 𝐵=interpolation buffer size, 𝐵 < 𝑁
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is able to detect delay spikes but cannot pinpoint the flow(s) causing it. Comparatively, passive
measurement does not suffer from these two disadvantages.

Another limitation of active measurement is the risk of dropping or delaying the probes beyond
network administrative boundaries. This might happen if there is no prior agreement between
the operators. They might flag each other’s probes as malicious traffic or might want to hinder
the competition. The administrative constraints need to be taken into account when selecting the
transport protocol and the destination port number of the probes.

Lastly, some active OWD measurement techniques assume that the minimum observed delay is
the deterministic one (e.g., CP). Therefore, they are not usable when there is long-lasting queuing
which throws off this assumption . Likewise, the techniques that assume that the delays of the
probes are independent random variables (e.g., packet pair) do not work properly where this
assumption does not hold. That is if the minimum time gap between consecutive packets is not
larger than the worst congestion event. In such a case, these two packets might co-exit in the same
congested queue and the first packet delay will influence the second one.

4.2 Passive OWDmeasurement
Passive measurement consists of capturing the properties of traffic existing in the network. Zseby
et al. investigated the main elements required for this task, which are timestamping, efficient
packet filtering and unique identification (ID) generation [98]. The goal is to match the packets
that traverse the measurement nodes, so their delay can be calculated from their transmission and
reception times. For the sake of simplicity, the measurement nodes are called sender and receiver
even if they are not the original source and destination of the traffic. The delay calculation can be
performed at the receiver or at a third node. So the measurement data (e.g., IDs and timestamps)
needs to be carried there by control messages either in-band (using the same network under test)
or out-of-band (using a different network) [98].

The best accuracy is obtained with synchronized hardware monitors that capture wire-times at
the measurement points. However, this is also the most expensive solution. Corvil devices which
are used in trading markets are an example of such monitors [21]. In general, when the sender
and receiver clocks are not synchronized, skew estimation and removal schemes are applied to
the traffic trace. Otherwise, GPS is used for clock synchronization in WAN, as in the early work of
Graham et al. [32]; and Precision Time Protocol (PTP) [25] is used in fast LAN, as in many of the
works detailed below.

4.2.1 Lossy Difference Aggregator. Kompella et al. suggest the router primitive Lossy Difference
Aggregator (LDA) for the measurement of delays in the order of microseconds within datacenters
[45]. LDA measures the delay of a path inside a router where the input and output ports are
considered respectively as the sender and the receiver that share the same clock. It can also measure
the delay of a link between adjacent routers synchronized with PTP. The sender and the receiver
maintain each an array of pairs of timestamp accumulator–packet counter. They both sample traffic
using the same hash function to map a packet to an accumulator-counter pair. The sampling rate is
proportional to the size of this array and inversely proportional to the number of packets and their
loss rate during a measurement interval of one second.
The use of multiple accumulator-counter pairs is equivalent to splitting the traffic into sub-

streams. Hence, it limits the effect of packet loss on the counters to a subset of packets instead
of the whole aggregate. The sender and receiver LDAs are compared after every measurement
interval of one second. This yields the packet loss from the mismatching counters and gives the
average delay from the matching ones by subtraction of their accumulators and division over these
counters.
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The simulation based evaluation of LDA shows that the error in delay estimation increases with
the loss rate. Compared to active probing in similar settings, LDA gives more accurate estimation of
the delay with little network overhead. Active measurement would require a high probing frequency
to detect the same fine-grain OWD. Nonetheless, LDA is not resilient to packet reordering as it
requires FIFO processing to sample the same set of packets at bothmeasurement points. Additionally,
it cannot measure per-flow delay nor the end-to-end delay.

4.2.2 Consistent NetFlow. The Consistent NetFlow (CNF) architecture from Lee et al. calculates the
delay of a flow’s first (or last) packet between two NetFlow routers by subtracting its timestamp in
the first NetFlow router from its timestamp in the second one [51]. It assumes that the routers are
synchronized with PTP or GPS and that there is no packet reordering. CNFmodifies NetFlow routers
to add hash based sampling according to RFC 5475 [62]. Its aim is to alleviate the measurement
burden on high speed networks and to ensure that consecutive routers on a given path sample the
same flows. When a flow expires, its records are exported by NetFlow towards a central node. The
latter collects the records of many routers and matches the ones belonging to the same flow. It
also performs timing checks to eliminate inconsistencies due to packet loss and the difference in
processing and queuing latencies between the routers.
Each consistent sampled flow will have four timestamps: two in the sender for the first and

the last packet; and two similar ones in the receiver. CNF calculates the OWD of a small flow
(< 4 packets) as the average of the first and last packet delays. This method is called the Endpoint
estimator. For a large flow, the calculation builds on the observation that the delays of packets that
experience the same queuing are correlated. Thus, CNF estimates a large flow OWD as the average
of the delays of all the packets which have a sender timestamp between the sender timestamps of
this flow’s first and last packets. This method is named the Multiflow estimator. Its relative error
decreases with the flow size and is unbiased by packet loss rates below 5%.

4.2.3 FineComb. Lee et al. address the measurement of fine-grain aggregate delay in datacenters
with a mechanism named FineComb [52]. It divides time into intervals of few seconds delimited by
sync control messages sent from the sender to the receiver. For each interval, both nodes agree
on a subset of packets for which they measure the delay using the same hash function. Each node
maintains an array of𝑀 buckets similar to LDA’s accumulator–counter pairs. However, FineComb
buckets include in addition an incremental packet stream digest to cope with the problem of packet
reordering. Near the interval ends, reordering can through out the measurements because a packet
that starts in one interval at the sender might drift to another one at the receiver. If there is a
mismatch between the sender and the receiver digests, the corresponding bucket is qualified as
useless. Nonetheless, it can be recovered by stashing some information at the receiver. The stash
memory is made of the timestamp, the bucket index and the incremental digest of a small number
of packets that surround each sync message. It is used to attempt the recovery of a useless bucket
by subtracting one of the stashed digests from this bucket’s digest.

The authors define the optimal stash size𝑊 as the one that maximizes the expected number of
good samples. The latter are sampled packets that do not suffer neither loss nor reordering which
cannot be recovered using the stash. So𝑊 = 𝜌𝑁𝑝 where 𝜌 is the packet reordering rate, 𝑁 is
the number 𝑁 of packets transmitted by the sender during a measurement interval and 𝑝 is the
sampling rate. However, the authors choose to fix𝑀 and𝑊 based on the memory available at the
receiver; and select the corresponding optimum sampling rate 𝑝 . For this purpose they approximate
the packet loss as a Poisson random variable which has the rate 𝛽 ; and therefore formulate 𝑝 as:

𝑝 = min
{
𝑀

2𝜌2𝑁

(
2𝜌 + 𝛽 −

√
4𝜌𝛽 + 𝛽2

)
, 1
}

(1)
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Fig. 3. Lossy Difference Sketch (LDS) data structure [73].

Simulation shows that FineComb performs better than LDA even under high packet loss and
reordering rates. It has a mean relative error of the delay estimate around 0.1%. Experiments on the
stash recovery time using a 2.33GHz processor show that it takes no more than 14ms, even for a
high stash to bucket ratio (𝑊 /𝑀).

4.2.4 Lossy Difference Sketch. Sanjuàs-Cuxart et al. present the Lossy Difference Sketch (LDS)
mechanism that measures per-flow latency at microsecond granularity [73]. It combines LDA with
sketches to measure a flow delay without maintaining per-flow state. The sketch in question is
a matrix of accumulator–counter–digest buckets. Every sampled packet is mapped in parallel at
all the rows of this matrix. At each row, mapping happens first to a base column using a hash of
the flow key, then to a random cell in the neighborhood of the base column using a hash of the
full packet (see Figure 3). Each matrix cell gives (by dividing the accumulator over the counter) an
estimate of the weighted average delay of the flows that mapped to it, where the weights correspond
to the count of packets of each flow. The spreading of a flow’s packets across many cells limits the
impact of packet loss and reordering on the flow counters, whereas the mapping to multiple rows
reduces the impact of flows collision in the same cell.

LDS estimates a flow’s OWD from the subset of its useful matrix cells which have the minimum
counters to avoid the interference of large flows. It uses an LDA like sampling scheme but with
an increasing rate per row to protect against high packet loss. The authors evaluated LDS using a
real traffic trace captured by DAG cards synchronized with PTP. Compared to RLI and Multiflow
CNF in the same test settings, LDS gives a more accurate delay estimation with a lower memory
usage and is robust to loss rates below 1%. It is also robust to packet reordering as its second hash
function parses the full packet. However, FineComb is more robust to packet reordering than LDS
due to its stash recovery scheme.

4.2.5 Measurement Architecture for Packet LatEncies. The Measurement Architecture for Packet La-
tEncies (MAPLE) from Lee et al.works (like LDA) inside and across high speed routers synchronized
with PTP [49]. MAPLE uses a hardware data structure based on Bloom filters [11] to approximate
the latencies of all the packets in a scalable and fast way. Its idea is to cluster packets based on
their delay and store only the center of each cluster using a pair of timestamp accumulator–packet
counter. This reduces the high speed memory need to 12.8 bits/packet. This memory is dumped to
secondary storage at the end of 1 s long measurement intervals. The clusters centers can be selected
statically in linear time using a logarithmic scale (e.g., 0.1-1`𝑠 , 1-10`𝑠 , etc.). Alternatively, they
can be selected dynamically using the 𝐾-means algorithm, which gives a better accuracy because
it minimizes the distances between the members of each cluster and its center. Nevertheless, its
complexity is super linear. Hence, the authors use hybrid clustering by selecting half of the clusters
statically and the other half dynamically.
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Fig. 4. Counter based Per-flow Latency Estimation (COLATE) [75].

MAPLE contains also a query engine that allows clients to query routers about the OWD at the
packet and sub-flow level. This makes it the finest technique in terms of delay granularity. For that
purpose, the query uses a hash of the packet or a concatenation of the flow’s IP identification fields
to reduce the query bandwidth. The latter is inversely proportional to the flow size in terms of
number of packets. As a result, queries of packet ranges are compressed to an average ratio of 6%
(i.e., 17 times less bandwidth usage) compared to queries of individual packets. For the evaluation
of MAPLE, the authors used 50 delay centers (𝐾 = 50) as a good balance between accuracy and
complexity. However, this parameter remains platform dependent.

4.2.6 NetFlow profiling. Kögel proposes amethod tomeasure per-flowOWD from the data collected
and exported by standard NetFlow routers at the edge of an enterprise network [44]. Like CNF, this
methods uses the NetFlow timestamps of the first (and the last) packet of a flow. It also assumes
that routing is symmetric without packet loss. However, it performs no sampling and does not
require clock synchronization between the measurement points. Instead, the latter are profiled
using traffic captured during a light network load. The goal of this profiling is to detect the routers
relative clock offset and skew. So we call this technique NetFlow Profiling (NFP). The clock offset
and skew are used later, when the OWD is calculated, to adjust the timestamps obtained from the
NetFlow records. The experimental evaluation of NFP showed the existence of a standard deviation
around 30ms in the estimation of delays ranging from 50ms to 200ms. This error is due mainly to
the limited timestamp resolution of the tested routers (e.g., 64ms for Cisco 6500 series and 4ms for
Cisco 7200 series). Hence, the usage of this technique is restricted to wide area networks.

4.2.7 Counter based Per-flow Latency Estimation. Shahzad and Liu propose a Counter based Per-
flow Latency Estimation scheme (COLATE), which uses PTP but does not require the timestamping
of packets [75]. COLATE records packet times at each measurement point in a vector of 𝑛 coun-
ters. Contrary to the previous works, we note that the term counter here refers to a timestamp
accumulator, not a packet counter. Each flow is mapped with a collision free hash function to a
random subset of counters called a subvector of size𝑚 (see Figure 4). This avoids the overflow
problem for elephant flows if a single counter is used per-flow. A counter might be shared by
multiple subvectors to save memory. Therefore it might contain a mix of timing information from
other flows, which is considered as noise. Upon transit, each packet is mapped to a counter in its
flow subvector and the current time is added there. Before any counter overflows, the vector is
dumped from SRAM to permanent storage, then reset to zero. This yields a counter epoch delimited
by the timestamps of the first and last recorded packets. The maximum value of the timestamp
accumulator per epoch is denoted 𝑇 .

To estimate the OWD, COLATE finds all the counter epochs that overlap with the flow’s starting
and ending times. Then, it uses statistics schemes to de-noise the timing information and estimate
the total of the timestamps contributed only by the flow’s subvector. For this purpose, the authors
use either the expectation based estimator (EBE) at runtime or the maximum likelihood estimator
(MLE) offline. The former has a higher variance but is computationally simple (i.e., 𝑂 (𝑚)). The
latter has a small variance but involves more complex computations (i.e., 𝑂 (𝑚2𝑏) where 𝑏 is the
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Table 4. The delay structure of OWD passive measurement techniques in traditional networks

Technique Test Network (speed) Coverage Granularity

LDA Simulated datacenter link (10Gbps∗) per link & in router aggregate
CNF Backbone (10Gbps) between NetFlow routers per-flow
FineComb Simulated datacenter link (10Gbps∗∗) between routers aggregate
LDS ISP link (10Gbps) per link & inside router per-flow
MAPLE Simulated datacenter link (10Gbps∗∗) per link & inside router per-packet
NFP Global enterprise network (n/r) between NetFlow routers per-flow
COLATE Simulated datacenter link (10Gbps∗∗) between routers per-flow
Legend: ∗=synthetic traffic trace, ∗∗=same real traffic trace used by RLI (cf. Table 1)

Table 5. The accuracy and robustness of OWD passive measurement techniques in traditional networks

Accuracy Robustness

Technique Sampling rate Delay(`𝑠) Error Loss Reordering

LDA 𝑀/2(𝑙𝑁 + 1) 0.2 0.2% ✓
CNF 0.1% to 1% 20–100 20% ∗ ✓
FineComb see 1 10 0.2% ✓ ✓
LDS like LDA, differ. 𝑙/row 50 1.2% ∗ ✓ ✓
MAPLE 1% < 100 n/r ✓
NFP 100% (no sampling) 50–200ms n/r
COLATE 100% (no sampling) < 100 5% ∗∗

Legend:𝑀=# accumulator–counter pairs, 𝑙=packet loss rate
𝑁=# packets per interval, n/r=not reported, ∗=median, ∗∗= at 95%𝑖𝑙𝑒

size of each counter in bits). Lastly, comparing the timestamp accumulators of a given flow at two
measurement points and dividing by the flow’s number of packets yields its OWD.
While COLATE assumes that there is no packet loss, its accuracy can be tuned to the required

degree by configuring the parameters: 𝑏, 𝑛,𝑚 and𝑇 . The Matlab based simulation of COLATE with
EBE shows that it has a relative error of 5% at 95% confidence level, where𝑏 = 12, 𝑚 = 20, 𝑛 = 455334
and 𝑇 = 8 × 1010. Its SRAM consumption amounts roughly to 1MB per measurement point.

4.2.8 Comparison and Discussion. Tables 4, 5, 6 and 7 summarize and compare the previous OWD
passive measurement schemes, respectively, according to: delay structure, accuracy and robustness,
hardware data structures and cost. The delay measured by all these schemes is the total one, so we
omit the delay components column in the first table. As for the active mechanisms, the relative
error of the passive techniques should be considered in the context defined by the network type and
the patterns of the measured traffic. But also with respect to other parameters, like the sampling
rate and network effects (i.e., packet loss, reordering). The latter parameters have also an impact on
the robustness of these techniques (e.g., LDA and FineComb).

In general, most passive techniques present the advantage of not interfering with regular traffic,
but are tributary of its presence in the network. They reflect the delay of real data packets rather
than artificial probes which might be treated differently in the network. However these schemes
raise privacy and security issues as they need to parse the packets contents. They also need to be
deployed at selected points in the network which is not always possible.
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Table 6. The hardware data structures of OWD passive measurement techniques in traditional networks

Technique Hardware Data structure

LDA 𝑀 pairs of timestamp accumulator–packet counter
CNF 𝑝𝑁 NetFlow records with start and end timestamps
FineComb 𝑀 buckets of accumulator–counter–digest +𝑊 stash entries
LDS 𝑅 rows matrix with cells of accumulator–counter–digest
MAPLE Shared Vector Bloom filters of 𝐾 clusters and counters
NFP 𝑁 NetFlow records with start and end timestamps
COLATE Vector of timestamp accumulators of 𝑏 bits each
Legend: 𝑝=sampling rate, 𝑁=# packets or flows per interval,
where 𝑊 < 𝑀≪𝑁 , 𝐾 ≪ 𝑁 and 𝑅 ≪ 𝑁

Table 7. The cost of OWD passive measurement techniques in traditional networks

Technique Control rate Synchronization Complexity

LDA 72 Kbps PTP 𝑂 (𝑀)
Endpoint CNF n/r (NFX) PTP or GPS 𝑂 (1)
Multiflow CNF ∼ ∼ 𝑂 (𝑝𝑁 )
FineComb n/r GPS 𝑂 (𝑀2𝑊 /𝑀 )
LDS n/r PTP 𝑂 (𝑅)
MAPLE 1/17∗ PTP 𝑂 (𝐾𝑙𝑜𝑔(𝑝𝑁 ))
NFP n/r (NFX) clock skew removal 𝑂 (𝑁 )
EBE COLATE n/r PTP 𝑂 (𝑚)
MLE COLATE ∼ ∼ 𝑂 (𝑚2𝑏)
Legend: see Table 6 for𝑀 , 𝑝 , 𝑁 ,𝑊 , 𝑅 and 𝐾 , NFX=NetFlow export rate,
𝑚=# accumulators per flow, ∗: see subsection 4.2.5 for details subvector

For high traffic rates, the storage and processing of the measurement data (timestamps, counters,
etc.) constitutes an important overhead. All the reviewed works manage this overhead by modifying
the routers hardware, which adds an extra cost. For instance, some mechanisms use hardware
aggregate data structures (e.g., LDA) to reduce the SRAM bill. However, this affects the granularity
of the measurement which is then limited to the aggregate level. Some methods use hardware traffic
sampling (e.g., CNF) to avoid dealing with all the packets. Nevertheless, this lower the accuracy of
measurements, pose the risk of missing the packets of short lived flows and inflate the effect of
packet loss and reordering if not handled carefully.

Depending on the granularity of each technique, traffic sampling can be performed at the packet
level (e.g., LDA and MAPLE) or at the flow level (e.g., CNF and COLATE). Few of the reviewed
techniques reported the hash function they used for sampling (e.g., SHA-1 for FineComb and H3
or BOB for MAPLE). So we do not consecrate a column for this information in the cost table.
Nonetheless, we refer to Henke et al.’s empirical evaluation of numerous hashing schemes that can
be used for OWD measurement [37].

Regarding NetFlow based techniques, it is worth noting that the router processing of a flow’s first
packet can take longer than the the following ones. The first packet has to go through the so called
slow path, where it travels high in the network protocols stack to get a routing decision. The latency
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of this costly step varies according to the router software scheduling. The routing decision is cached
by the lower layers to be reused for the fast forwarding of the flow’s next packets, called the fast
path. This caching happens usually in hardware, i.e., in the application-specific integrated circuit
(ASIC), to keep up with line rates. Therefore, the first packets timestamps exported by the routers
will have a delay inflated by the slow path latency and will not reflect the flow’s average delay. This
can be tempered by considering the last packet timestamps or the times of all the packets that are
temporally correlated with the target flow as done in Endpoint and Multiflow CNF, respectively.
Concerning robustness, we note that among the reviewed works none addressed the issue of

packet duplication, so we omit its column from the corresponding table. Duplicate packets can bias
the result of the mechanisms that use aggregate data structures (e.g., LDA, FineComb, LDS, MAPLE
and COLATE), because their transit times might be counted repeatedly (as many times as there are
duplicates) in the timestamp accumulator. However, as these techniques use traffic sampling, it is
very unlikely that two or more copies of the same packet are sampled together, because they are
closely spaced in time.

5 OWDMEASUREMENT IN SDN
Before detailing OWDmeasurement in SDN, we present here a brief review of the SDN architecture.
Next, as with traditional networks, we categorize OWD measurement in SDN into active and
passive techniques. We cover a representative selection in each category, compare them together
and discuss their advantages and shortcomings. Then, we analyze the similarities and differences
between OWD measurement in traditional networks and in SDN.

5.1 SDN architecture
The SDN paradigm is based on the separation of the network control plane from its data plane [46].
The former is removed from the forwarding nodes (i.e., switches and routers) and put in a logically
centralized controller. Similarly, the applications that use and manage the network are separated in
their own plane. Figure 5 shows a typical SDN architecture where the control plane is based on
OpenDayLight [58] and ONOS [9], which are two widely used service oriented SDN frameworks.
The depicted data plane follows the protocol independent switch architecture (PISA) popularized by
the domain specific language for Programming Protocol-independent Packet Processors (P4) [13].
One the one hand, the applications exchange with the control plane via different northbound APIs,
such as the Representational state transfer (REST) ones. On the other hand, the communication
between the two lower planes uses southbound APIs like the OpenFlow protocol [83], NETCONF
[26] and the gRPC Network Management Interface (gNMI) [85]. These APIs make the configuration
of the data plane malleable, especially the forwarding tables, and allow the efficient and scalable
monitoring of its operational state. For the network operators and the developers, SDN has two
main advantages. It provides a central global view of the network and makes it more flexible [27].

In traditional networks, the information about the topology, the links state and the nodes statistics
is scattered among the forwarding nodes, while in SDN it is gathered available at one logical place.
Hence, decision making based on this information (e.g., routing, management, monitoring and
measurement) becomes easier as it is decoupled from the information collection process. However,
if this collection is performed via frequent polling it might constitute a burden on the managed
devices and on the collector itself in large networks. So it is better achieved in real-time with push
based streaming telemetry mechanisms, such as gNMI and NETCONF, which are scalable, extensible
and vendor-independent. Furthermore, modifying the forwarding nodes behavior, for instance to
add a packet field for the sake of measurement, requires an upgrade of all the intermediate nodes,
which usually faces resistance from the vendors and the administrators. By contrast, a similar
change is achievable in SDN via the modification of the controller or the P4 program alone, which
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Fig. 5. SDN architecture and its influence on packet delay.

is less tedious and less costly. Thus, traditional networks are ossified, whereas software defined
ones are programmable.

Figure 5 shows also the SDN elements that have an influence on packet delay and are therefore
relevant for its measurement. When a data packet arrives at a programmable switch, its header is
parsed to extract fields which are sent to the match-action tables. The entries of these tables contain:
matching rules based on the header fields, actions to perform (e.g., drop, forward, duplicate, modify
a header etc.) and collected statistics (e.g., per-port and per-flow byte and packet counters, flow
duration, etc.). Matched packets take the fast path and their forwarding happens at the line rate.
Otherwise, the switch asks the controller what to do using a control protocol such as OpenFlow.
The awaiting packet is then handled through the slow path and this increased its delay. The parser,
the match-action rules and the control flow between the tables are all programmable using a high
level language such as P4. The latter includes in its metadata the packets ingress timestamps which
is captured by the parser and is useful for the measurement of time-dependent metrics such as the
delay.
In the case of OpenFlow, the forwarding tables are populated by the controller with FlowMod

messages that installs flow entries based on the routing decision. Unmatched packets are notified
to the controller using a PacketIn message. The flow entries that are not used expire after a certain
idle timeout and are notified to the controller via a FlowRemoved message. The controller can
also query the switch counters using OpenFlow statistics messages and inject packets in the data
plane using the PacketOut message. Since its inception, the OpenFlow specification defined the
EchoRequest message that carries a timestamp and can be emitted by the controller or the switches.
This timestamp is to be returned in the EchoReply message, which allows the measurement of
the control channel RTT. Version 1.5.0 of OpenFlow introduced the scheduled bundles feature to
group large numbers of flow entries modifications and commit them in several switches at a certain
execution time [83]. This feature requires the synchronization of the controller and switches’ clocks
using NTP or PTP. Scheduled bundles request and reply messages might carry a transmission
timestamp, which is used by the controller to check if a switch’s clock is synchronized with its own.
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It is also used by a switch to roughly estimate its clock offset relative to the controller. However,
this timestamp is not currently used for network delay measurement.

Another SDN southbound API that can benefit delay measurement is the IETF network configu-
ration protocol NETCONF and its companion data modeling language YANG [10]. The former is
an RPC based protocol that uses XML encoded messages to control network devices. The latter
defines a generic (vendor-neutral), extensible, tree-based and strongly typed data model to describe
the state and configuration of these devices. In particular, Lee et al. propose an extension of YANG
that includes a <one-way-delay> metric for traffic engineered networks [53]. This metric can be
queried with the NETCONF <get/> operation or monitored in the context of streaming telemetry
using the YANG push extension [20], but the authors do not specify how it is measured. Likewise,
Mizrahi et al. propose in RFC 7758 [61] and extension of NETCONF with a Time Capability that
allows the scheduling of RPC requests and the reporting of their execution time in a forwarding
node. This extension is similar to OpenFlow scheduled bundles and is also not used to measure
OWD for the time being.
Device state polling and streaming telemetry in SDN can also be realized with gNMI. This API

can encode its messages in JSON, protocol buffers and ASCII. It is defined by the OpenConfig
group of network operators, which specifies also several YANGmodules for programmable network
devices. Particularly, the OpenConfig probesmodule contains tests that send actives probes at fixed
intervals, to measure the RTT between a source and a destination using various protocols (ICMP,
UDP, TCP or HTTP) [84]. Its test results (e.g., min/max/avg-delay expressed in microseconds)
can be obtained in a pull or push-based way with gNMI Get and Subscribe requests, respectively.
The latter is used for instance by the gnmi_collector. Nonetheless, as of the time of this writing,
the gNMI/OpenConfig framework does not support the OWD measurement. Though, this can be
added easily as its data models include already the management of NTP servers, which allow the
clock synchronization of the measurement points.

5.2 SDN active OWDmeasurement
A common feature of active delay measurement in SDN is the sending of test probes over a loop
that includes the controller. The latter starts the probing and collects the final results. We discuss
hereafter how this is handled in different research works.

5.2.1 Controller in the loop. Phemius and Bouet were among the first to use OpenFlow for the
measurement of the link OWD between adjacent SDN switches [68]. The SDN controller sends
a timestamped probe to the first switch using the PacketOut message. This probe is an Ethernet
frame which source address is the egress port attached to the target link. Thus, the first switch
forwards this frame to the second one, which sends it back to the controller using a PacketIn
message, because the frame’s destination address is the broadcast one. To obtain the link OWD, the
controller captures the probe reception time and subtracts from it: its timestamp, its own processing
overhead and the latency of the control channel to each switch. So we call this technique Controller
in the Loop (CL). The controller processing overhead depends on its capabilities and therefore needs
to be calibrated per platform by measuring the latency of an unused link. The latency between
the controller and each switch is measured by halving the RTT of the Statistics request and reply
messages they exchange, assuming the control channel is delay symmetric.

The CL technique was evaluated using Mininet [59] and Linux’s tc tool to simulate link latencies
from 0 to 20ms. It has an average relative error of 1%, compared to halve the RTT measured by
ping in the same setup. It does not require neither time synchronization, nor special forwarding
rules in the switches tables, nor network hardware modifications.
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The OWD of a path containing several switches is composed from the measured delays of all its
links. These are added to the processing overhead which is multiplied by the hop count. However,
as the per-link probes do not travel down the path consecutively, they do not experience the exact
same delay as the normal data packets, especially if there is highly variable queuing. Indeed, the
egress port over which a probe is sent to controller is different from the port over which data
packets are forwarded to the next switch. Typically, each egress port has its separate output queue.
Moreover, this technique cannot measure the end-to-end delay accurately as it does not include the
latency between each end host and its close by switch.

5.2.2 Controller in the LLDP loop. Liao and Leung present an OWD measurement mechanism
that is similar to the previous one, but uses LLDP packets instead of OpenFlow messages carrying
special probes [54]. So we name it Controller in the LLDP Loop (CLL). LLDP packets are usually
injected in the data plane at fixed periods by the SDN controller to discover the network’s topology.
The authors modified their format to add a type-length-value (TLV) field, which encapsulates a
timestamp of four bytes. When a switch receives these packets, it floods them to its neighbors
which send them back to the controller. The latter captures the LLDP packet reception time and
subtracts the control channel latency to measure the link delay. This mechanism incurs no network
overhead as LLDP is used for topology discovery anyway. Hence, it can be viewed as a passive
method. But we choose to present it with the active ones as the LLDP packets are not application
data packets.

The CLL method shares most of the advantages and the drawbacks of the previous one. However,
it avoids the overhead of special probes. For its evaluation, the authors used a Mininet linear
topology and ping based RTT halving as a base line. They obtained relative errors of 20, 5 and 3%,
for link latencies of 0, 1 and 1ms, respectively. This result suggests that the measurement error
depends on delay magnitude and that the controller in the loop techniques are not suitable for
measuring sub-millisecond latencies.

5.2.3 Many data loops. Altukhov and Chemeritskiy propose an improvement of the controller in
the loop technique to eliminate the bias of the control channel latency [4]. The latter can be bigger
than the path delay by many orders of magnitude. We choose to call this scheme Many Data Loops
(MDL), because its idea is to loop the probe many times between the first and last switches of the
target data path. At the start of looping and periodically, after a certain number of iterations, the
first switch sends a pulse message containing the number of elapsed iterations to the controller.
This is achieved by modifying the switches forwarding tables with special rules using OpenFlow
FlowMod messages. The controller can then divide the time between the reception of successive
pulse messages by the number of iterations to obtain a more accurate measurement of the path
RTT. This scheme has the advantage of avoiding the latency of the control channel as the pulse
message is sent once the probe is inside the data path. It also takes into account the queuing latency
in the data path.
For the experimental evaluation of MDL, the authors used a path that traverses three virtual

switches, which were running inside a real OpenFlow switch with 1Gbps ports. The controller and
two traffic generators were running in a separate server, which has three NICs linked with the real
switch. The measurement of a reference average RTT of 540 `s was obtained by generating 1000
byte timestamped probes over the path of interest. The MDL estimation of this path’s RTT gave a
mean relative error of 3.7%, which means that this technique has an accurate estimation, especially
that the delay is in the sub-millisecond scale. However, the overhead of looping the probes on the
network is quite high. The estimation of the previous RTT required a loop of 1024 iterations.
The MDL technique can derive a link OWD from its measured RTT by halving it, then taking

into account the queue length at the port of the source switch in each direction. The queue length
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𝑄 is approximated over a period of congestion𝑇 from the port byte counter 𝑋 and the link capacity
𝐶 . That is 𝑄 = 𝑋/𝐶 − 𝑇 (in units of time). Nevertheless, this works only with links where the
transmission and propagation latencies are respectively equal in both directions. MDL can also
calculate the path OWD by summing the OWDs of its links. However this has the drawback of
exacerbating the network overhead further. Especially, when the OWDs of many paths need to be
measured in parallel. Additionally, the controller would become a performance bottleneck because
of the high number of pulse messages it will receive. In such a case, the overhead can be alleviated
by avoiding redundant measurement of the links shared between many paths.
The authors propose to map the delays of all the links in a network by selecting a minimum

number of independent long loops that cover these links. This is somehow similar to the cyclic-paths
technique discussed earlier. To avoid the exponential explosion of a search based on finding the
graph spanning trees, they use a greedy algorithm to maximize the length of elementary loops by
combining them. Still, the number of forwarding rules per switch required by this method is quite
high. It is proportional to the number of iterations per loop and the number of switches per path.
For instance, around 100 rules in total are necessary to map the links delays of a five nodes graph
with a low density.

5.2.4 OpenNetMon. Van Adrichem et al. present a monitoring extension to the POX OpenFlow
controller called OpenNetMon [89]. It injects probes of 72 bytes at the first switch of a flow path
and redirects them back to the controller when they reach the last switch. The controller calculates
the OWD using the same approach of the first technique above. However, the test probes are
injected over a separate VLAN, which connects the controller and the switches directly. This
scheme avoids the uncertainties caused by the software scheduling of switches when they use
PacketOut/In messages.

Special forwarding rules are used to forward the test probes which are paced at and adaptive rate.
The latter is proportional to the path throughput and is obtained by polling the path edge switches
(the first and the last one) to collect their packet counters and compare them. The rate of this
polling is also adaptive. It increases when flows arrive or change their throughput and decreases
when their statistics stabilize. So the probing overhead on the network grows with its load for a
better delay accuracy. Similarly, the polling overhead on the control channel augments to converge
quickly to an accurate throughput result when the network conditions change. The experimental
evaluation of OpenNetMon used Open vSwitch (OVS) instances running on Intel Xeon servers with
interconnections limited to 100Mbps. It exhibited a mean relative error of 2.3% in the estimation of
a OWD delay of 7ms, which was pre-configured using the Linux NetEm tool [36].

5.2.5 TTL based looping. Sinha et al. suggest an improvement of the MDL technique above by
limiting the number of forwarding rules to only three per switch [79]. They restrict the loops to
one link and exploit the IP time to live (TTL) field to count their iterations. Therefore, we call
this scheme TTL based Looping (TL). The controller installs in every switch three rules that: (i)
decrement the TTL of the probe at the source switch and forward it to the next one, (ii) loop it back
to the first switch when it reaches the destination switch and (iii) send it up to the controller when
TTL becomes zero. The latter divides the time difference between the emission of the probe and
its reception by the number of iterations to calculate the link delay. A path OWD is measured by
repeating the looping over all its links. Hence, this method suffers from the same drawback of the
previous mechanisms that measure the delay per link. That is it does not mimic the exact behavior
of the data packets traveling down the consecutive links. Its relative error was not reported.

5.2.6 TTL based LLDP looping. Liao et al. propose a method that combines the previous TL
technique with their former CLL mechanism discussed above [55]. In this this method, which we
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name TTL based LLDP Looping (TLL), the LLDP packet is looped three times over a link between
two switches. This looping is hard-coded to avoid the use of special forwarding rules. However,
this requires a switch modification and is not a flexible solution. The timestamping of the packet
happens in the link destination switch when it arrives there for the first time. This switch adds a
10 bytes long TLV for that purpose, then sends the packet back to the source switch. When the
looping ends at the destination switch, it captures the packet final reception time, calculates the link
RTT, stores it in the packet and sends it up to the controller. Hence, TLL avoids the measurement
uncertainty caused by the control channel latency altogether. However, as with all RTT halving
techniques, the OWD cannot be inferred accurately this way on asymmetric links or when there is
different queuing in both directions. Additionally, TLL has a network overhead much higher then
the original TL technique because each LLDP packet is by default flooded to all the neighbors of a
switch.

With regard to network wide delay measurements, the authors formulate a Vertex Cover Problem
(VCP) over the un-directed graph of a network to measure all its links. That is they select the
switches that will loop the LLDP packets by finding a minimum vertex cover. This has the benefit
of minimizing the overhead on the control and data planes. For tree-based topologies, which are
common in datacenters, the authors solve the VCP with a greedy algorithm that is better than the
exponential exhaustive search.

Emulation with Mininet shows that the error in RTT estimation is inversely proportional to its
magnitude. The estimation of RTTs below 1ms exhibits an error of 10%, which confirms that the
measurement techniques driven by the controller are in general not suitable for such time scales.

5.2.7 Software-defined Latency Monitoring. The framework for Software-defined LAtency Monitor-
ing (SLAM1) from Yu et al. aims at measuring the OWD between any two switches in a datacenter
continually [93]. SLAM’s controller pre-configures the data plane with rules that forward the test
probes along the switches of the path to measure. It injects one probe per second in the first switch
using PacketOut messages. The probes trigger at the last switch PacketInmessages, which are timed
by the controller to estimate the path OWD distribution over a period of time. SLAM refines the
captured delays by removing both the control channel latency and the processing times of each
edge switch. It measures the former latency constantly using Echo messages, while it monitors the
latter with a PacketOut message that generates a PacketIn response without forwarding any probe.
For the evaluation of SLAM, the authors added a separate physical connections between the

edge switches and the controller, as if the latter was part of the data plane. Their goal is to measure
a reference path OWD distribution in addition to the one estimated via the control channel. This is
achieved by programming the edge switches to mirror the probes over these separate connections.
The controller calculates the reference OWD from the reception times of the mirrored probes. So
in total it ends up with two OWD distributions which it compares using the Kolmogorov-Smirnova
statistical test. This test, which is linear in time, shows a match between these two delays for the
millisecond scale and above. However, SLAM overestimates the OWD for sub-millisecond latencies
because of the time uncertainties introduced by the control channel. Especially, due to the varying
processing times at the switches and the controller.

5.2.8 SDProber. Ramanathan et al. propose the SDProber mechanism for OWD measurement in
SDN [69]. It generates test probes along the path between the measurement points. These points
mirror the probes towards a collector node which compares their reception times to estimate the
OWD. SDProber varies its probing rate per link between lower and upper bounds defined by the
network operator. When measuring all the links of a network, it constrains the total number of

1This is different from the work with the same acronym in Section 4.1.2. We keep the one chosen by the authors.
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probes to limit their overhead. Then it computes the shortest paths covering all the links while
satisfying these constraints. As this computation is an NP-hard, the authors propose to use a pseudo
random walk on the weighted directed graph of the network. The links weights are used in the
switches forwarding rules when selecting the next link to be visited by a probe. A high weight
augments the probability of visiting the associated link in the next iteration of the random walk.

SDProber uses binary exponential backoff after each iteration to adapt the weights and keep the
probing rates between the configured bounds. Specifically, it halves the weights of the links which
have normal delays while it doubles the weights of un-inspected links. Likewise, it halves (doubles)
a weight when it crosses the low (high) link bound. In addition, the weight of a link that suffered
high latency recently is multiplied by a higher factor to achieve a faster detection of congestion. The
weights adaptation is carried indefinitely as long as monitoring continues. This raises a question
about the convergence of the random walk (i.e., covering all the links) when monitoring periods
are short. The cover time of the random walk, that is the number of steps required to visit every
node, is polynomial 𝑂 (𝑛3) in terms of 𝑛 the number of nodes [56].

The authors evaluated SDProber using a Mininet topology made of 196 nodes and 243 links, an
iteration period of 30 seconds and different probe rate bounds (up to min-max rates of [20-16]
per minute). They showed that the random walk keeps the probes overhead under the defined
constraints with an error of ±10%. Nonetheless, the relative error in the OWD estimate was not
reported. In addition, detecting the delays of all the links takes around 50 to 80 seconds (see Fig. 7
in [69]).

5.3 SDN passive OWDmeasurement
Passive mechanisms for the OWD estimation in SDN rely on the modification of data packets to
carry a timestamp at one or more measurement points. Such a modification is qualified by Zseby
et al. as a semi-active scheme [98]. For the sake of simplicity, we choose to classify it as a passive
technique as it does not employ probes.

5.3.1 Inband Network Telemetry. Hira and Wobker give an example of end-to-end OWD mea-
surement using the Inband Network Telemetry (INT) specification, which is part of the P4 switch
programming language [38]. The measurement is carried by OVS switches instances deployed at
the end hosts. The first switch embeds in the data packets P4 instructions for the network nodes to
report their forwarding latencies. Each intermediate switch adds in every packet a record of four
bytes containing the time spent by this packet between its ingress and egress ports. The last switch
collects these records of one hop latencies and adds them to calculate the packet end-to-end OWD.

INT assumes that switch processing and queuing delays dominate the transmission and propaga-
tion latencies. This is true for datacenter networks, which then do not require clock synchronization,
but not WAN. It has the advantage of by-passing the SDN control plane altogether. Additionally,
INT can pinpoint the node(s) responsible for long delays as the latency of each host is available in
every packet at the last switch. For the same price, it also provides path information, which is useful
for many applications. Nonetheless, modifying every data packet at each hop and at high traffic
rates requires hardware timestamping for and accurate assessment of the delay. Otherwise, it will
increase switch processing time and therefore the forwarding latency. In addition, this technique
incurs a bandwidth overhead which grows linearly with number of packets and the path length.

5.3.2 Probabilistic Inband Network Telemetry. Ben-Basat et al. propose a probabilistic scheme to
limit the packet overhead of INT by removing the growing telemetry header from the packets
[8]. Instead, PINT uses aggregation operations (e.g., mean or median) to encode the telemetry
values (e.g., the OWD) efficiently within a fixed bit-budget on the packets. This bit-budget can
be shared by many telemetry queries, which are compiled by a query engine into an execution

ACM Comput. Surv., Vol. 54, No. 7, Article 156. Publication date: July 2021.



One-Way Delay Measurement From Traditional Networks to SDN: A Survey 156:25

plan (i.e., a probability distribution on the query set) that is notified to the switches. Each switch
determines probabilistically the query to run on the current packet by applying a global hash
function on the packet ID. In other words, PINT implements a distributed sampling process, so
every packet carries a value from a uniformly chosen switch on the flow’s path. Furthermore, the
bits of the aggregation result can be compressed using value approximation functions (with additive,
multiplicative or random error). With respect to the median delay, PINT trades the measurement
accuracy for a reduction of the processing and bandwidth overhead. Its measurement error is
inversely proportional to both the bit-budget size and the number of packets per flow.

5.3.3 Data Plane Timestamping. Mizrahi and Moses argue for the use of Data Plane Timestamping
(DTP) in SDN with three use-cases, which include delay measurement [60]. DTP adds a timestamp
to the header of every packet when it traverses the first switch. It removes this stamp in the last
switch before the packets leave the network. For the OWD estimation between any two switches,
DTP requires the synchronization of their clocks. It divides the traffic into blocks of fixed time
intervals (e.g., one minute). For every block, the first switch saves the transmission time of the first
packet, whereas the second switch keeps this packet’s reception time. The DTP controller queries
these saved times periodically and uses them to calculate the OWD at the path aggregate level.
DTP has a high overhead in terms of storage and processing, because of the stamping of every

data packet. This needs to be done by hardware to keep up with high line rates. The authors
evaluated DTP using the Emulab test-bed with 48 software-based switches. However, they did
not report any delay measurement results. One might argue that the division of traffic into one
minute intervals is a way of sampling, which alleviates the burden on the memory and processor of
the measurement points and the controller. Nonetheless, with such intervals DTP will miss short
latency spikes.

5.3.4 AM-PM. In RFC 8321 [30], Fioccola et al. suggest the Alternate Marking technique for
Performance Monitoring (AM-PM), which improves the DTP mechanism described above. AM-
PM replaces the DTP timestamps in the packet header with a single bit used as a mark (a color,
0 or 1), which distinguishes consecutive packet blocks. The timestamps are then saved by the
network devices and collected by the management system. Nonetheless, even if AM-RM reduces
the overhead of DTP it is vulnerable to packet loss and reordering.

Riesenberg et al. evaluated two implementations of AM-PM (theMarvell Prestera hardware switch
and the reference P4 software switch bmv2) [70]. Their implementations use: PTP to synchronize
the switches clocks, one second intervals to alternate the marking, one bit from the DSCP field of
the IPv4 header as the marking bit, one register per switch to save the marking bit of the previous
packet and one match-action rule that compares this register with the current packet bit. If the
latter is toggled, the switch sends the current packet timestamp to the collector which calculates
the OWD. The absolute error in measurement of hundreds of microseconds and few seconds delays
is of 0.1 `s and 1ms, respectively for the hardware and software implementations.

5.3.5 Marple. Narayana et al. propose the Marple query language to express flexible monitoring
questions over the packet performance metadata captured by programmable switches [63]. This
metadata (called packet performance stream) consists at each queue of one tuple per packet that
includes the enqueue and dequeue timestamps. The queries can manipulate the tuples using new
switch primitives to filter the packets (filter), modify their fields (map), aggregate information
across packet (groupby), merge the queries results (zip) and stream them towards a collector
server. For instance, the moving average of the queuing delay can be measured per flow with the
groupby instruction, which takes the header fields identifying this flow as parameters. To realize
this operation inside the switch at line rate, Marple uses a key-value store split into: a fast on-chip
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cache in SRAM and an off-chip backing store in DRAM. The keys are the flow identifiers and the
values are the state computed by the aggregation function.

The Marple key-value store organization has the advantage of limiting the memory requirement
of performance measurement. Additionally, when combined with the zip instruction, it reduces
the bandwidth and collector processing overhead in the case of streaming telemetry. Nevertheless,
Marple cannot measure the delay between two nodes as it rejects the queries that necessitate the
aggregation of information from multiple switches. This would require to stream all the packets to
a central collector or coordinate between the switches which is hard to implement at line-rate.

5.3.6 P8. Harkous et al. carried a thorough testing of three P4 targets (Netronome SmartNIC,
NetFPGA-SUM board and T4P4S DPDK-based software switch), which they programmed with
various packet processing pipelines [35]. From the test results, the authors derived and validated a
method for the prediction of P4 packet processing performance (P8). They found that the processing
delay depends linearly on the number of: parsed, copied, modified, added and removed packet
headers; and the number of match-action tables. They also concluded that the number of installed
flow rules has a negligible impact on the measured delay. P8 presents the advantage of predicting a
device packet processing delay just from analyzing its P4 programs. However, it requires the prior
profiling of every P4 device as the processing delay specifically depends on the software/hardware
implementation of the P4 constructs.

5.4 Comparison and Discussion of the SDN techniques
On the one hand, the majority of the existing OWD measurement mechanisms in SDN are based
on OpenFlow. This is most likely due to the fact that OpenFlow is the most common southbound
API. The PISA based mechanisms come next as P4 is reaching maturity. However, we have not
found any publications on OWD measurement using NETCONF/YANG, probably because this
framework’s focus has primarily been configuration, though it can be extended to support probe
injection and notifications of packet transit times. The same remark holds for gNMI/OpenConfig
framework which, by contrast to the previous one, supports RTT measurement and focuses also
(up from the start) on network operational state retrieval and streaming telemetry.

On the other hand, many of the OpenFlow OWDmeasurement mechanisms are active ones. This
is probably due to the fact that most of the passive techniques need a hardware modification, for
instance, to timestamp all data packets at line rate. By contrast, the active techniques do not require
neither hardware modifications, nor software upgrades, thanks to the flexibility of OpenFlow. This
facilitates their deployment in existing SDN infrastructure.
Tables 8, 9, 10, 11, 12, 13 and 14 recapitulate and compare all the SDN delay measurement

mechanisms above. As all the active ones consider the total delay, we omit the components column
from them. We also leave out the accuracy of passive techniques as, except the case of AM-PM,
neither the magnitude of the delay nor its measurement error were reported in the reviewed works.
We do not include a clock synchronization column for the active class. We also strip the times-

tamping column from all the techniques. On the one hand, most of OWDmeasurement mechanisms
in SDN do not need synchronization as they use the local clock of the controller or the destination
switch to compare timestamps. On the other hand, none of the reviewed active measurement
methods reported where timestamping takes place. Nonetheless, we think it is carried in user space
if handled by the controller and in-kernel if managed by the destination switch, as done in TLL.

We do not use a separate column for the control bitrate used by the active techniques because all
put the controller in the loop. Hence, their overhead on both planes (control and data) is determined
approximately likewise by the probing rate and the probes size. The MDL and the TTL based
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Table 8. The test setup of OWD active measurement techniques in SDN

Technique Network (speed) Cover. Controller Switches Rules/switch

CL Mininet (n/r) link FloodLight 20 0
CLL Mininet (n/r) link Nox 30 0
MDL Testbed (n/r) path POX 3 F(I,n)
OpenNetMon Testbed (100Mbps) path POX 4 n/r
TL Mininet (100Mbps) link n/r 4 3
TLL Mininet (100Mbps) link Nox C 60 0 (hard-coded)
SLAM Testbed (100Mbps) path POX 12 n/r
SDProber Mininet (n/r) path RYU 196 p+4
Legend: 𝐹 ()=linear function, 𝐼=# iterations, 𝑛=# switches, 𝑝=# switch ports

Table 9. The probing in OWD active measurement techniques in SDN

Technique Process Rate Size (bytes)∗

CL Fixed 2 pps per link 24
CLL ∼ ∼ 40
MDL Fixed n/r n/r
OpenNetMon Adaptive F(throughput) 72
TL Fixed n/r 40
TLL Fixed 1–100 pps per link 44
SLAM Fixed 1 pps per path n/r
SDProber Adaptive 20 to 60 ppm per link n/r
Legend: ∗=Ethernet frame size as reported (even if < 64 bytes),
pps=packet per second, ppm=packet per minute

Table 10. The accuracy and time complexity of OWD active measurement techniques in SDN

Reported Accuracy

Technique Tested Delay Error Time Complexity

CL 0–20ms 1% 𝑂 (1)
CLL 5ms 3% 𝑂 (1)
MDL 540 `s RTT 3.7% 𝑂 (1) one path

𝑂 ((𝑛 + 𝑒) (𝑐 + 1)) all links
OpenNetMon 7ms 2.3% 𝑂 (1)
TL 0–350ms n/r 𝑂 (1)
TLL 1, 5, 10ms RTT 3, 0.4, 0.1% 𝑂 (1) one link

𝑂 (𝐾𝑛) all links
SLAM 0–20ms n/r 𝑂 (𝑁 )
SDProber n/r n/r 𝑂 (𝑛3) all links
Legend: 𝑛=# switches, 𝑒=# links, 𝑐=# simple loops, 𝑁=# probes,
𝐾=maximum size of the vertex cover
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Table 11. The test setup of OWD passive measurement techniques in SDN

Technique Network (links speed) Controller Switches

INT n/r not needed n/r
PINT NS3 (100Gbps) query engine n/r
DPT Emulab (100Mbps) dpctl OVS
AM-PM Testbed & Mininet (10Gbps) collector Marvell Prestera & bmv2
Marple Testbed (100Gbps) not needed Marple targets
P8 Testbed (10Gbps) not needed different P4 targets

Table 12. The delay structure of OWD passive measurement techniques in SDN

Technique Coverage Components Granularity Sampling rate

INT end-to-end total per-packet 100%
PINT end-to-end total per-flow 1/q
DPT per path total aggregate 1 ppm
AM-PM per path total aggregate 1 pps
Marple per hop queuing per-packet 100%
P8 per hop processing per-packet 100%
Legend: 𝑞=# queries

Table 13. The state used by OWD passive measurement techniques in SDN

Technique Data structure

INT 𝐻 latency records per packet (𝐻 is the # of hops)
PINT User fixed bit-budget per packet
DPT Two timestamps per minute per path
AM-PM One register + Two timestamps per second per path
Marple Two timestamps per packet per queue
P8 Profile-vector per P4 target + Features-vector per P4 program

techniques constitute an exception. Their data plane bandwidth needs to be multiplied by the
number of their loop iterations.
With regard to robustness, none of the active techniques addressed the issues of packet loss,

reordering or duplication. Though, these effects can be tackled with the use of a sequence number
as discussed above for traditional networks (Section 4.1.8). Conversely, the data packets timestamps
used by the passive schemes allow the detection of all three issues.
Some of the active techniques showed that controller driven measurement is not suitable for

delays in the sub-millisecond scale. This is due to the time uncertainties of the control plane, which
is highly tributary of the controller performance, the control channel speed and the software
scheduling of the switches. Overcoming this limit is achieved at a high cost, as it requires the
increase of the probe looping in the data plane (e.g., MDL). In this regard, the passive schemes
based on P4 are better as they do not need a controller. They incur either a lower network overhead
(e.g., to in-band timestamps of INT) or none (e.g., AM-PM and P8, if we put aside the initial device
profiling).
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Table 14. The cost of OWD passive measurement techniques in SDN

Technique Control rate Synchronization Complexity

INT 0 (not needed) not needed 𝑂 (𝐻 )
PINT 0 (not needed) not needed 𝑂 (1)
DPT n/r n/r 𝑂 (𝐵)
AM-PM n/r PTP 𝑂 (𝐵)
Marple 𝑟 (𝑠, 𝑐, 𝑙) not needed 𝑂 (𝑛)
P8 0 (not needed) not needed 𝑂 (1)
Legend: n/r=not reported, 𝐻=# hops, 𝐵=# blocks, 𝑛=# packets
𝑟 (): rate of tuples evicted from the switch cache towards the collector server
𝑠=monitored state size, 𝑐=cache size, 𝑙=data line rate

The SDN central global view of the network facilitates simultaneous delay measurements with
a lower overhead compared to traditional networks. In the mechanisms that rely on a controller,
the latter knows about the links shared between different paths and can therefore measure them
once and share the result (e.g., MDL and TLL). It can also adapt the probing rate based on the flows
state and network operator requirements (e.g., OpenNetMon and SDProber). However, in addition
to being a single point of failure, the controller could be a performance bottleneck. So the rate of
the measurement messages needs to be paced according to the control plane capacities. Likewise,
the mechanisms that rely on a query engine benefit also from the network global view to plan the
execution of multiple measurement queries with limited overhead. Though, this comes at the price
of a reduced accuracy (e.g., PINT) or a limited coverage (e.g., Marple).

The planning of network-wide measurements with a minimum overhead requires in some cases
an exponential search over the network topology. For instance, finding a set of all spanning trees in
the many loops technique, a minimum vertex cover in the TTL based LLDP looping and a constraint
satisfying set of shortest paths in SDProber. In addition, this search is inflexible as changes in
the network may require a re-computation. Therefore, polynomial heuristic solutions like greedy
algorithms and pseudo random walk are used instead.

In most of the active mechanisms above, the controller pre-configures the flow forwarding rules
in the switches. So the OWD measurement is not affected by the rule setup latency caused by the
PacketIn–FlowMod message exchange. However, in reactive SDN, the flow rule setup happens only
after the arrival of the flow’s first packet. This might be the case for the passive mechanisms above.
Zhang and Liu showed that in this case the forwarding of a flow’s first packet can be up to 28
times longer in WAN SDN than in traditional networks [95]. As a consequence, the measurement
of the average delay of small flows will be skewed towards the delay of their first packet. This
drawback could prevent the use of reactive SDN over WAN for many applications. By contrast, the
P4 based techniques do not incur a flow setup as their match-action tables are pre-populated by
the P4 compiler.
The techniques that compose a path OWD by summing the delays of its links have a common

disadvantage. They dot not mimic exactly the transit of the data packets along the path. But they
rather work as if the delays of the consecutive links were independent. Nguyen et al. showed that
the variance of the delay measured this way can be three times smaller than the exact one [64].
The underestimation of the delay variance has a direct impact on the accuracy of the average delay
estimation.
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Finally, the overwhelming majority of reviewed SDN works are not capable of measuring end-
to-end delay. This is due to the lack of information about the end hosts and their links with the
edge switches. This limitation can be overcome by exposing SDN to the end hosts or by deploying
virtual switches there as done by the INT method.

5.5 Comparison of OWDmeasurement between traditional networks and SDN
On the one hand, we note that some of the techniques about OWD measurement in traditional
networks have been reused in SDN. First, the trivial RTT halving scheme has been reused in several
SDN research works to estimate the delay between the controller and the switches (i.e., the control
channel latency); and between the switches themselves (i.e., the latency inside the data plane).
This scheme does not require time synchronization between or inside the different SDN planes.
However, it adds a network and a processing overhead on the controller.
Second, the idea of measuring links delays through a cyclic-path has been reused in SDN by

putting the controller in the loop. This loop includes also two or more switches. Hence, the delay
between the latter is be measured by subtracting the control channel latency. This reuse has the
same advantage and drawback as the previous one.
Third, the ideas based on NetFlow have inspired similar ones in SDN where a flow OWD is

estimated by comparing the times of flow setup messages from a path’s first and last switch. In this
case, the slow path taken by the flow’s first packet includes the round trip latency to the controller
and the processing time of the latter. Both latencies need to be removed to obtain an accurate data
plane delay.

On the other hand, we found that OWD measurement benefited from SDN in ways that are not
possible in traditional networks. Particularly, the path taken by the test probes or the normal data
packets in the traditional networks is determined by independent routers. So if the applications
require this path, for instance to check for multipath routing, they need to use a separate tool like
traceroute, which relies on ICMP. If the latter is routed differently compared to the probes or the
data packets, there will be a discrepancy between the obtained delay and the reported test path.
Conversely, SDN does not suffer from this issue as it has complete control, therefore knowledge, of
the path taken by any packets.

From the previous observation we can draw the following consequences. First, when combined
with the path information, SDN based delay measurement techniques are more accurate than
traditional networks’ schemes. Second, they are also more robust to dynamic route changes. Third,
in some SDN techniques the controller can compile a path OWD by adding the delays of its
consecutive links. In contrast, this is not possible in traditional networks due to the lack of path
information, unless a separate path discovery tool is used (with the above risk of discrepancy).
More importantly, for the same reasons of central control and flexibility, SDN is better suited

than traditional networks when it comes to running many measurements in parallel. The hosts in
traditional networks might duplicate the measurements of some shared links or segments, increase
the overhead on the network and influence each other results. By contrast, in SDN the controller
or the query engine orchestrates network-wide measurements in a more efficient way. That is it
selects optimal paths and nodes to minimize the collective overhead and still provides a better
accuracy.
Finally, from the type of test networks and traffic traces used by the reviewed mechanisms we

observe that: if we put a aside the active measurement techniques in traditional networks (all but
RLI), most of the remaining ones have been evaluated at 10Gbps bandwidth. So they are suitable for
use in high speed networks such as datacenter ones, where SDN is mostly deployed. Furthermore,
the traditional measurement techniques (both active and passive) have been validated in WAN
for over a decade, whereas we have not find any publications that address OWD measurement in
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SD-WAN. One might argue that the controller driven schemes will suffer a decrease in accuracy
due to the control channel high latency. This makes the SDN mechanisms that do not require s
controller, such as the previous P4 based solutions, good candidates for SD-WAN deployment.

6 CONCLUSION AND FUTUREWORK
We set out to survey the topic of OWDmeasurement in traditional IP networks and in SDN.We have
covered a representative set of standards and research works. Overall, we summarized each work in
a way that makes its key ideas easily understandable without overwhelming details. We discussed
the merits and the limitations of each one individually and collectively. Using rich table formats,
we compared active and passive techniques according to important usage criteria: applicability,
accuracy, cost and robustness.
An important lesson we learned from this survey is that it is crucial to the choose the right

mechanism based on its usage criteria. Many of these mechanisms have parameters (e.g., probing
and sampling rates) that need careful tuning to balance the network overhead and the desired
accuracy.
We also discussed the reuse in SDN of some techniques developed for traditional networks.

Another lesson we can draw here is about the benefit brought by SDN. Namely, it allows network
wide delay measurements with a lower overhead and a better accuracy, thanks to its flexibility,
central control and the use of polynomial heuristics to avoid the price of an exponential search
over the network topology.

Unlike P4 based techniques, the controller driven network-wide measurements still pose the risk
of transforming the controller into a performance bottleneck in the case of large throughput and high
number of flows. A possible solution to this main challenge could be the distribution of the overhead
over many physical controllers. This would require some form of planning and coordination, which
we leave for future research. Likewise, the use of controller driven measurements to assess sub-
millisecond delays without high probing frequencies remains an open question.
For special use-cases, like real time applications, we think that the bench-marking of few can-

didate techniques might be required before picking the most adequate. Inspired by CBench [86],
OFLOPS [72] and Whippersnapper [22], which are performance benchmarks for, respectively, SDN
controllers, OpenFlow switches and P4 compilers, we advocate for the development of a common
open benchmark for testing delay measurement mechanisms. This would also benefit the developers
of new techniques and make the comparison with the existing ones easier.
As a possible future work, we believe that combining OWAMP with OpenFlow will lead to a

wide deployment of the former as both protocols are mature standards. This idea is easy to realize
as the logical components of OWAMP fit in the SDN architecture very well. Namely, the Sender and
the Receiver can be implemented in the switches, which then need to synchronize their clocks and
implement the Poisson paced probing. Alternatively, to avoid this switch modification, the controller
can drive the Poisson process for the price of an increased message exchange with the data plane.
Additionally, the OWAMP Control and Fetch clients can be considered as applications that run
on top of the SDN controller. Furthermore, the OWAMP Server can be naturally implemented by
the SDN controller and its messages can be added to OpenFlow as an extension. Nevertheless,
compared to owping/owampd, the combination of OWAMP and OpenFlow adds the communication
latency of the control channel. In the traditional OWAMP implementation, the Server is hosted
with the Receiver, while the Control and Fetch clients co-exist with the Sender.

Concerning themeasurement techniques based on aggregate data structures (e.g., LDA, FineComb,
LDS, etc.), if we put aside: (i) the difficulty of transforming them standards, (ii) the resistance of
major router vendors to implement them and (iii) the reluctance of Internet Service Providers (ISPs)
to invest in them; one can easily imagine their integration into SDN switches. The aggregate data
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structures can be implemented in the ternary content-addressable memory (TCAM) as extensions
of the switches’ flow tables, though with an extra hardware cost. They might also profit from the
flows information that already exists there (e.g., byte counters) to adapt the probing or the sampling
rate.
With respect to network query languages, we found that only MAPLE and Marple support a

time dependent metric such as the OWD, so far. In particular, the compact query interface devised
for MAPLE can be used by the controller as an OpenFlow extension for statistics collection with
little overhead. In general, it would be interesting the extend the expressiveness of other recent
query languages (e.g., PathQuery, Sonata and NetQRE) with instructions that support the OWD
measurement.

Regarding other future works, the cyclic-path OWD measurement techniques can be used with
Multipath TCP for delay based packet scheduling and congestion control. Furthermore, we have
not found research works about OWD measurement in hybrid networks, which are composed by
connecting traditional IP networks and software defined ones. So the issue of measuring this metric
in such configurations remains open.
Finally, most of the schemes we surveyed did not address the issue of security. One exception

is OWAMP which uses authentication and encryption to prevent theft of service and tampering
with the results. The identification of other threats, either general or specific to a certain technique,
would be a valuable addition. Moreover, a rigorous security analysis of the surveyed techniques
against identified threats is essential for a safe and large scale deployment.
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